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1

It is now widely recognized that since the end of World War II, civil wars (wars 
within nations) have replaced interstate wars (wars between nations) as the most 
frequent and deadly form of armed conflict in the world. This simple observation 
highlights several other dramatic shifts in the patterns of armed conflict in the world 
since 1945. First, armed conflict in the post–World War II era has been predomi-
nantly a matter of civil war: there have been four to five times as many civil wars as 
interstate wars during this time period (see, for instance, Sarkees and Wayman 2010; 
Gleditsch et al. 2002: 620; chapter 1 in this volume). Second, since 1945, armed 
conflict has been largely a Third World phenomenon: the predominant form and 
location of wars has shifted from interstate wars among the major powers of Europe, 
North America, China, and Japan (prior to 1945) to civil wars in the Third World 
nations of Asia, Africa, and Latin America (Mason 2004: 3–4). Third, for a subset 
of nations in the world, civil war has become a chronic condition: almost half of 
the nations that had one civil war during this period later experienced a relapse into 
renewed war within a few years after the initial conflict ended (Collier, Hoeffler, and 
Söderbom 2004; Collier et al. 2003). Finally, on a more encouraging note, while the 
number of civil wars ongoing in the world at any given time increased steadily from 
the late 1950s through the mid-1990s, that number began to decline in the mid-
1990s following the end of the Cold War, leveling off at a relatively steady count of 
about thirty conflicts ongoing per year since about the year 2000. Yet the death tolls 
in the ongoing Syrian civil war (estimated between 100,000 and 350,000) remind us 
of the serious risks that citizens face from intrastate violence in today’s world.

Besides these observable patterns in armed conflict, what do we know about civil 
wars? How do we explain these shifting patterns in armed conflict? More specifi-
cally, how do we account for where and when civil wars are likely to occur, when 
and how they are likely to end, and whether or not they will recur? In this book, 
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2 Introduction and Overview

we have enlisted some of the leading scholars in the field of civil conflict research 
to guide us through what the latest research has to tell us about these big questions 
in civil war research. Perhaps more importantly, as each author delves into one of 
these streams of civil war research, they highlight the most important questions and 
puzzles that have emerged in the field over the last two decades. In mapping out what 
the current state of our knowledge indicates about what we know about civil wars, 
these authors also locate in that intellectual map the puzzles that define what we do 
not know about civil wars. These research questions provide us with a new research 
agenda going forward. 

The book is divided into three sections. The first five chapters (Part I) focus on 
issues of civil war onset: what do we know about the factors that make a nation-state 
more or less susceptible to the outbreak of civil war? The second set of chapters (Part 
II) is concerned with the dynamics and outcome of civil wars, once they are under-
way. What factors explain the duration and outcome of civil wars (i.e., whether they 
end in rebel victory, government victory, or a peace agreement of some sort)? Once 
a civil war has been brought to an end, what factors make a postwar country more 
or less susceptible to a relapse into renewed conflict? The third set of chapters (Part 
III) presents essays that address new directions in civil war research on phenomena 
that may not be implicated exclusively in either the onset, outcome, or duration of 
civil wars and that, therefore, have implications beyond any one phase of the conflict 
process. These topics include the emergence of transitional justice institutions in 
post-conflict environments, the “resource curse,” the impact of the status of women 
in a society on the civil conflict process, and the relationship between the environ-
ment and civil conflicts. Finally, the concluding chapter in this section highlights 
new trends in civil war data collection that have enabled scholars to examine the 
geographic and temporal patterns of conflict within a given civil war.

The remainder of this introduction presents some background on the different 
forms of civil conflict that can occur: ethnic versus ideological conflicts, and revolu-
tionary versus secessionist wars. These distinctions can be important in sorting out 
different possible causal pathways to civil war onset, duration, and outcome as well 
as post-conflict peace duration. Following this discussion, we delineate the broad 
framework within which individual chapters will address what we know about spe-
cific dimensions of civil war.

TYPES OF CIVIL WARS

In order to gain some understanding of why, where, and when civil wars are likely to 
occur, it is important to distinguish among types of civil war (e.g., ethnic versus ideo-
logical or revolutionary versus secessionist) because the causal processes that lead to 
these different types of civil war are likely to differ from each other in several critical 
ways. The dynamics of the conflict—especially the duration and the outcome—are 
also likely to vary across these types of conflict. Finally, the prospects for the dura-
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bility of post-conflict peace will vary according to whether the now-ended conflict 
involved ethnic divisions and whether the goals of the rebels were revolutionary or 
secessionist. 

Generally, civil wars can be categorized according to the goals of the rebels, the 
issues that motivate the rebellion, and the population base that the rebels mobilize 
to support their movement. Regarding the goals of the rebellion, we can distinguish 
between revolutionary and secessionist civil wars. This dichotomy corresponds to the 
Uppsala Conflict Data Project’s (UCDP) distinction between the type of “incompat-
ibility” over which government and rebels are fighting. UCDP codes two types of 
incompatibility: “government” and “territory” (some conflicts are coded as involving 
both). In a revolutionary civil war, the incompatibility between government and 
rebels is over control of the government. The goal of the rebels is to overthrow the 
incumbent regime and establish themselves as the new government of that nation-
state. In a secessionist conflict, the conflict is over territory. The goal of the rebels is 
not to take over the existing government but to gain independence from it for the 
population of a particular ethno-regional enclave. In short, their goal is to carve out 
a second nation from a portion of an existing nation-state’s territory.

With respect to the issues that motivate the rebellion and the mobilization strategy 
of the rebels, we can draw a broad distinction between conflicts that are based in 
ethnic divisions and those that are not (sometimes referred to as “ideological” con-
flicts; see Licklider 1995a). In ethnically based conflicts, rebels appeal to a particular 
ethnic group as their support base and use issues of ethnic discrimination as a means 
to mobilize supporters from that ethnic group. In an ideological conflict, the rebels 
appeal to a particular social class (e.g., peasants) by highlighting issues of economic 
inequality, exploitation, and poverty. 

Combining the two dimensions, we can identify ideological revolutions, ethnic 
revolutions, and ethnic secessionist movements. Most secessionist conflicts of the last 
half century have been ethnically based. 

In an ethnic secessionist revolt, the incompatibility between rebels and government 
is over territory. The rebels seek not to replace the incumbent regime but to secede 
from it and create a new sovereign nation-state out of a portion of the territory of 
the existing one. A series of secessionist rebellions in southern Sudan eventually 
resulted in the Comprehensive Peace Agreement signed in 2005. The key provision 
in the agreement was that the people of South Sudan would vote in a referendum 
on whether to become an independent nation. In January of 2011, that referendum 
passed overwhelmingly, and South Sudan became an independent nation-state. The 
Eritrean civil war in Ethiopia (1974–1991) resulted in the establishment of the new 
sovereign nation of Eritrea out of a portion of the territory of Ethiopia. In 1971, East 
Pakistan seceded from Pakistan to form the new nation of Bangladesh. The Biafran 
civil war in Nigeria (1967–1970) was an attempt by the Igbo ethnic minority to 
secede from Nigeria and establish their homeland in the southeastern region of that 
nation as the new nation-state of Biafra. That rebellion failed after more than three 
years of fighting and a million deaths, most of them civilians. 
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The distinction between ideological and ethnic civil wars revolves around the is-
sues that motivated the rebellion and the identity basis of the rebel movement. In an 
ideological civil war, the issues that divide rebels from government usually concern 
matters of governance and extreme inequality in the distribution of land, wealth, in-
come, and political power. Many Third World conflicts of this sort are peasant based 
and revolve around issues of access to land. Peasant-based insurgencies escalated to 
civil war in El Salvador, Nicaragua, Guatemala, Peru, Cambodia, the Philippines, 
and Nepal, to name but a few. Popular support for the revolutionary movement 
is mobilized around shared class identity and community ties among landless and 
land-poor peasants. 

Ethnic revolutions have a similar dynamic, and the goal is the same as that of ideo-
logical revolutions: to overthrow the existing regime and replace it with a new one. 
However, what distinguishes ethnic revolutions is the role of ethnicity as a source 
of identity for the rebels. Often, ethnicity and class coincide in ethnic revolutions. 
One ethnic group dominates the government and monopolizes high status positions 
in the economy while other ethnic groups are relegated to subordinate status in 
the economy and the political arena. Under these circumstances, rebel leaders can 
mobilize support for an armed challenge by framing grievances as not just a matter 
of deprivation but of ethnic discrimination. The civil war in Rwanda that ended 
in 1994 with the overthrow of the Habyaramina regime by the Rwandan Patriotic 
Front (RPF) was a revolutionary war between a rebel group based in the ethnic Tutsi 
minority fighting against a government based largely in the majority Hutu ethnic 
group. That war was marked by one of the most deadly episodes of genocidal vio-
lence since the Holocaust.

PHASES OF CIVIL WAR

From an initial concern with the causal antecedents of civil war, streams of research 
on civil war duration, outcome, and recurrence have emerged over the last two 
decades. Accordingly, we have organized the chapters in this book around the three 
phases of the civil conflict process: (1) the initiation or onset of civil war, (2) the 
duration and outcome of civil wars, and (3) the stability or duration of the peace that 
follows the end of a civil war. 

PART I: FACTORS THAT BRING ABOUT CIVIL WAR

The first section of the book presents several chapters that address questions of civil 
war onset: what explains the occurrence of civil war? What nation-states are most 
susceptible to civil war? Among those nations, what conditions explain when civil 
war is likely to erupt? In chapter 1, Nils Petter Gleditsch, Erik Melander, and Henrik 
Urdal spell out in more detail the changing patterns of armed conflict generally and 
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civil war specifically since 1945. We noted in the opening paragraph of this intro-
duction some of the broad shifts in the patterns of armed conflict since the end of 
World War II: civil wars becoming more frequent than interstate wars; the location 
of conflict shifting from the major power system to Third World regions of Asia, 
Africa, and Latin America; and civil war becoming a chronic condition for a small 
subset of countries in those regions. Gleditsch, Melander, and Urdal document more 
recent shifts in the patterns of armed conflict following the end of the Cold War. 
In particular, since the mid-1990s, we have witnessed a decline in the number of 
conflicts ongoing in any given year. Their chapter offers some explanations for this 
decline and for why this trend leveled off at about thirty conflicts in the middle of 
the last decade. One reason for the decline in armed conflicts has been the proactive 
role that the international community has begun to play, largely through the United 
Nations (UN), in brokering peace agreements to bring protracted civil wars to an 
earlier and less destructive conclusion. Kreutz (2010: 246) reports that between 
1946 and 1989, only 12 civil wars ended in a peace agreement while 82 ended in a 
military victory; between 1990 and 2005, 27 ended in a peace agreement while only 
20 ended in a military victory. The evidence, then, makes it clear that since the end 
of the Cold War, more civil wars have been brought to a conclusion by negotiated 
settlement than by military victory.

In chapter 2, Joe Young takes on the question of what we know about civil war 
onset: what makes a nation-state more or less susceptible to civil war? Over the last 
two decades, civil war research has centered around a series of empirical studies on 
the causal antecedents of civil war. These studies employ cross-sectional time-series 
datasets to identify the characteristics of a nation-state that make it more or less 
susceptible to the onset of civil war. These attributes identify the risk set of nation-
states that are more likely than others to experience a civil war. Onset studies have 
pointed to several syndromes of conditions that are implicated in the onset of civil 
war. First, “grievance”-based theories have argued that civil war is more likely to oc-
cur in nations characterized by high levels of poverty and state repression (e.g., Gurr 
1970). Second, “greed”-based models focus on the presence of conditions that give 
rebels an incentive and capacity to engage in organized armed violence, including the 
presence of a large number of unemployed or underemployed young males (with low 
opportunity costs for participation in armed conflict) and the presence of “lootable” 
resources, such as illegal drugs or gemstones, that enable rebels to generate revenues 
to sustain their operations (e.g., Collier and Hoeffler 2004). Third, others point to a 
“weak state” syndrome that makes it possible for rebels to launch and sustain an in-
surgency (e.g., Fearon and Laitin 2003; chapter 4, this volume). Finally, an emerging 
set of studies (e.g., Young 2013) point to state repression as the trigger that explains 
both which nations in the risk set are likely to experience the onset of civil war and 
when those conflicts are likely to erupt. Young argues in chapter 2 that we need to 
move beyond greed versus grievance dichotomies for explaining civil war onset and 
instead seek to understand the process by which insurgent groups emerge and make 
decisions to challenge the central government. 
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While chapter 2 focuses on structural features of a state that might make it more 
susceptible to civil war, we know that not all civil wars are alike. One set of issues 
that is implicated in a large share of the conflicts that have erupted over the last half 
century is the presence of ethnic divisions within a nation-state. Among a large sub-
set of civil wars, ethnic, religious, or other “identity” issues demarcate the divisions 
between rebels and government. Among those conflicts, a significant proportion in-
volve rebel movements that seek not to seize political control over the existing state, 
but rather to secede from it and create a new nation-state out of some portion of 
the territory of the existing nation-state (i.e., secessionist movements). In chapter 3, 
Kathleen Gallagher Cunningham and Lee Seymour present an overview of theoreti-
cal arguments and empirical findings on how and why ethnic, religious, and other 
identity issues can increase the risk of civil war. This chapter also reviews the empiri-
cal findings on the causes and dynamics of identity-based civil wars. Are the causal 
dynamics of such conflicts different in significant ways from the causal dynamics of 
civil wars based on economic and other non-identity issues? What factors determine 
whether an identity-based rebellion will be secessionist or revolutionary in its goals?

While chapters 2 and 3 focus on motivations for civil war, the state itself, through 
its actions and its institutional capacity, is also implicated in civil war onset. Indeed, 
most contemporary theories of civil war onset point to “weak states” as being more 
susceptible to civil war (e.g., Fearon and Laitin 2003; Sobek 2010). One common 
theme in the civil war literature is that “weak states” are more susceptible to civil war, 
yet there is little consensus on what constitutes “state weakness” or which actions 
that weak states are inclined to take account for the greater risk of civil war among 
them. In chapter 4, Karl DeRouen and David Sobek identify the dimensions of 
state capacity (or incapacity) and the policies and practices of weak states that make 
nations more susceptible to civil war. Empirical studies of the weak state–civil war 
connection have employed a variety of measures of state capacity, such as gross do-
mestic product (GDP) per capita, size of the army, or tax revenues. One dimension 
is the “domestic democratic peace” argument (Hegre et al. 2001): are democracies 
less susceptible to civil war than nondemocracies? Among nondemocracies, does the 
risk of civil war vary depending on whether the state is a military regime, a personal-
ist dictatorship, or a one-party-dominant regime? A recent stream of works employs 
variants of Geddes’s (1999a) nondemocratic regime type typology (e.g., personalist, 
military, one-party, monarchy) to model differences in the likelihood of civil war 
onset, duration, and outcomes across regime types (Fjelde 2010; Gurses and Mason 
2010). Other studies focus on how variations in state capacity (the military, the bu-
reaucracy, administrative and tax capacity, etc.) influence states’ susceptibility to civil 
war (Hendrix 2010). DeRouen and Sobek analyze what the existing body of empiri-
cal findings on the weak state–civil war connection tell us about what we know and 
do not know about the role of the state in civil war onset and the attributes of state 
weakness that are associated with higher risks of civil war onset. 

While civil wars are, by definition, armed conflict within a nation-state, the con-
flicts and their effects are rarely if ever confined within the boundaries of a single 
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nation-state. In chapter 5, Erika Forsberg explores the international and transna-
tional dimensions of civil war. When and under what conditions do civil wars diffuse 
across national boundaries? Does the occurrence of civil war in one country increase 
the risk of civil war in neighboring countries? Many rebel groups use cross-border 
safe havens as bases of operations. What conditions make this possible, and how does 
the existence of cross-border rebel operations affect the duration and outcome of a 
civil war? How does it affect the risk of civil war in the state where rebels maintain 
their safe havens? And does the presence of these safe havens increase the risk of 
interstate war between the civil war nation and its neighbors that harbor rebel base 
camps? Civil wars also generate refugee flows. How do refugee flows affect the risk 
of conflict within the host nation and between the host and source nation? Forsberg 
spells out these transnational dimensions of civil war in order to demonstrate their 
impact on the risk of conflict diffusion and on the duration and outcome of such 
conflicts. She argues that civil wars may cluster in space and time because conditions 
for civil wars are similar in neighboring countries, because conflicts spill over from 
one location to another, and because potential rebels may learn from the actions of 
neighboring states’ rebel groups.

PART II: FACTORS THAT END  
CIVIL WARS AND PROMOTE PEACE

The second section of the book consists of a series of chapters on civil war outcomes. 
Once a civil war is underway, what accounts for whether it ends in a government 
victory, a rebel victory, a negotiated settlement, or some other outcome? We know 
that a large percentage of civil wars involve intervention by outside actors; they be-
come internationalized. In chapter 6, Andrew Enterline and Christopher Linebarger 
analyze the impact of third-party intervention on the duration and outcome of civil 
wars. This chapter explores several factors that influence whether a conflict will end 
in a rebel victory, a government victory, or a negotiated settlement. One consistent 
finding across studies is that the outcome of a civil war is in part a function of its 
duration: the longer civil wars last, the less likely they are to end in military victory 
(Mason and Fett 1996; Mason, Weingarten, and Fett 1999). When governments 
defeat rebels, they usually do so early in the conflict, when they have a decided 
military advantage over a nascent rebel organization. Surprisingly, the evidence also 
indicates that rebel victories tend to occur early in conflicts. If neither side prevails 
early, then as the conflict endures, negotiated settlement becomes the most likely 
outcome of the civil war. 

What, then, accounts for the duration of civil wars? A large proportion of the 
post–World War II civil wars have been “internationalized” in the sense that one or 
more nations intervened in the conflict on the side of the government or the rebels. 
One counterintuitive finding that emerged early in this stream of research is that 
third party interventions are associated with civil wars of longer duration (see Regan 
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1996, 2000; Balch-Lindsey and Enterline 2000). This is contrary to the expectation 
that intervention on the side of the government or the rebels would tip the balance 
on the battlefield so that the preferred side could achieve a decisive victory more 
quickly. That has not turned out to be the case. In exploring research on the impact 
of intervention on civil war duration and outcome, Enterline and Linebarger engage 
questions of (1) what forms third party intervention can take, (2) what factors make 
nation-states more or less likely to intervene in a given civil war, (3) when and why 
in the course of conflict other states are more or less likely to intervene, and (4) how 
international intervention affects the duration and outcome of such conflicts.

Since the end of the Cold War, more civil wars have ended by means of a negoti-
ated settlement than by decisive military victory by either the rebels or the govern-
ment. In chapter 7, Jacob Kathman and Megan Shannon explore research on the 
conditions and dynamics that make a negotiated settlement more likely. Theory has 
pointed to the emergence of a “hurting stalemate”—where neither side can defeat 
the other, but each side can prevent its rival from prevailing—as a condition that 
makes a conflict “ripe for resolution.” However, even when both governments and 
rebels conclude that they would be better off with a peace agreement (compared to 
continuing to fight), they rarely can reach an agreement if left to their own devices 
because of credible commitment problems: both sides have incentives to cheat on an 
agreement, and they both know that they each have these same incentives. Therefore, 
they are unable to commit credibly to a peace agreement. Third party mediation has 
emerged as a critical conflict management device to resolve credible commitment 
problems and assist warring parties in negotiating a peace agreement. Kathman and 
Shannon explore what recent research has shown on such issues as (1) when is a con-
flict ripe for mediation, and (2) what characteristics of the mediator, the conflict, and 
the conflict participants are associated with success or failure of mediation efforts?

Once a civil war ends in a nation-state—whether in government victory, rebel vic-
tory, or negotiated settlement—that state has a high risk of relapsing into renewed 
war within a few years. That risk is especially high following wars that ended in 
negotiated settlements: one consistent finding across a number of studies is that, in 
general, negotiated settlements produce a less durable peace than decisive military 
victories (Licklider 1995a). However, Caroline Hartzell’s work has shown that not 
all negotiated settlements are alike. With negotiated settlement having emerged as 
the modal outcome of civil wars since the end of the Cold War, it is important to 
examine how variations in the terms of a peace agreement affect the durability of 
the peace established by that agreement. Hartzell takes on this task in chapter 8. 
Early research pointed to a more stable peace following military victories; the peace 
established by negotiated settlements was alleged to be more likely to break down 
into renewed war than the peace established by a decisive victory that effectively 
destroyed one side’s capacity to wage war. However, Hartzell’s research has shown 
that, since the end of the Cold War, peace agreements have become more durable 
(see Hartzell and Hoddie 2003, 2007). Hartzell explains how the terms of the peace 
agreement—in particular, the presence or absence of multiple dimensions of power 
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sharing spelled out in the agreement—contribute to the ability of the postwar regime 
to sustain the peace and avoid a relapse into renewed war. This research has identi-
fied military, political, economic, and territorial power sharing as the key elements 
of a peace agreement. 

In civil wars that end with peace agreements, the risk of renewed war is high, es-
pecially in the immediate aftermath of the war. Ceteris paribus, the longer the peace 
endures, the less likely it is to fail. Therefore, the first task of postwar peacebuilding 
is simply sustaining the peace until the postwar political, social, and economic order 
can be consolidated. One thing we do know from numerous studies is that multina-
tional peacekeeping operations substantially enhance the durability of the peace by 
(1) enforcing the terms of the agreement and (2) providing former protagonists on 
both sides with some assurance that their former enemies will not defect from the 
agreement and achieve through cheating the very military outcome they could not 
achieve on the battlefield. In chapter 9, Paul Diehl explains the theoretical arguments 
on how peacekeeping operations affect the durability of the post–civil war peace. 
Beyond the minimalist requirement of simply sustaining the peace after a civil war, 
postwar peacebuilding requires building the institutions of a viable postwar politi-
cal regime, rehabilitating the economy, and encouraging the growth of civil society. 
Diehl spells out the special obstacles that post–civil war nations face with respect to 
installing effective institutions of governance and sustaining them over time.

We know that civil war is significantly more likely to occur in poor nation-states: 
low GDP per capita is one of the most robust predictors of which countries are at risk 
of experiencing civil war. This implies that stimulating economic growth is even more 
critical in post–civil war regimes if they are to avoid the conflict trap of a relapse into 
renewed civil war. Postwar regimes take power in poor nations that have been rendered 
even more impoverished by the destruction of years of armed conflict. The legacies of 
civil war are numerous and most of them are not favorable for sustaining the peace after 
civil war. In chapter 10, Clayton Thyne highlights what we know about those legacies 
of civil war and then identifies some policy levers that the international community 
can use to reduce the risk of renewed conflict through post-conflict reconstruction and 
rehabilitation of the economy and the society. Civil war kills people, destroys infrastruc-
ture, disrupts commerce, encourages capital flight (financial and industrial capital as 
well as human capital), and it does so in nations that, on average, had a deficit of those 
assets before the war began. It also contributes to the incidence and spread of disease 
because of a damaged health-care system (that was weak to begin with) that is often 
overwhelmed by injuries caused by war and the legacy of untreated diseases that results 
from the disruption and destruction of war (Ghobarah et al. 2003). Furthermore, civil 
war disrupts the education system, impeding the capacity of the nation to restore its al-
ready low stocks of human capital in the aftermath of war. What can be done to rebuild 
a postwar economy, and what are the impediments to postwar economic development 
that must be overcome? Thyne spells out the challenges of post–civil war economic and 
social development and what policies have succeeded (or failed) in producing sufficient 
economic growth to reduce the risk of a relapse into renewed armed conflict.
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PART III: EMERGING TRENDS  
IN CIVIL WAR RESEARCH

The third section of the book presents a set of chapters that deal with some new, 
important, and emerging topics in civil war research. The first of these new trends 
is the emergence of transitional justice mechanisms in the aftermath of civil war. 
Besides building the institutions of a viable postwar regime and rehabilitating the 
war-devastated economy, nation-states coming out of civil war are still marked by 
the social and psychological scars left by the violence of civil war. To paraphrase 
Roy Licklider (1995a), how can groups that have been killing each other with con-
siderable enthusiasm and success for years now come live together in a single com-
munity? The fabric of social life is shredded by armed conflict. Transitional justice 
mechanisms, including both truth and reconciliation commissions (TRCs) and 
international criminal tribunals (ICTs), have evolved as instruments for reconciling 
former enemies, at least to the point that they can live together in peace with some 
hope for reviving a sense of shared community. In chapter 11, Jacqueline DeMeritt 
analyzes the current state of research on transitional justice processes in order to 
determine what we know about when and where TRCs and ICTs are employed 
and what determines how effective they are in bringing about some degree of post-
conflict reconciliation. A variety of transitional justice institutions have evolved 
for the purpose of post-conflict reconciliation and justice. These include truth and 
reconciliation commissions (TRCs), international and national criminal tribunals, 
lustrations, and amnesties, all of which have emerged as mechanisms to bring about 
some sort of postwar reconciliation between former enemies. A growing body of 
research examines the effectiveness of different transitional justice institutions and 
processes for different transition justice goals (e.g., justice versus reconciliation). 
This chapter maps out this emerging stream of empirical research on how TRCs and 
postwar criminal tribunals contribute to a more durable peace following civil war.

Another emerging stream of research has brought to the forefront the question of 
what role women play in civil conflict, and how the status of women in a society affects 
the prospects for civil war occurrence and post–civil war peace (Hudson et al. 2012; 
Caprioli 2005; Melander 2005a). Traditionally, women have been viewed as passive 
victims of civil violence, as casualties caught in the crossfire of fighting between male 
combatants, and as victims of rape and other forms of sexual violence perpetrated by 
male combatants. Some research has explored women’s participation in rebel move-
ments, but these works tend to depict women as being confined to the roles of “keep-
ers of the campfires,” serving as cooks and nurses and in other support roles at best 
and as forced sex slaves at worst. Other works have examined the role of women as 
combatants in insurgent armies (Mason 1992). Recent works have gone beyond the 
anecdotal to explore more fundamental relationships between the status of women 
in a society—especially the presence or absence of patrimonial institutions, cultural 
norms, and practices—and a society’s risk for civil war onset, as well as its capacity for 
sustaining the peace in the aftermath of civil war. These effects grow out of the more 
fundamental relationship between the status of women in society—including their ac-
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cess to education and jobs—and the nation’s prospects for development along various 
dimensions. This developmental phenomenon was highlighted most recently in the 
World Bank’s (2012) World Development Report: Gender Equality and Development. In 
chapter 12, Erik Melander maps out this emerging field of research on civil conflict. 
He analyzes how the status of women in a society affects (1) the nation’s risk of civil 
war onset, (2) the likelihood of bringing civil conflicts to an earlier and less destructive 
end, and (3) a country’s ability to sustain the peace in the aftermath of civil war and to 
build and sustain a viable democratic political system as well.

One cluster of civil war research that influenced Paul Collier’s and Anke Hoeffler’s 
“greed” hypothesis is the “resource curse” thesis: states that are endowed with rich 
stores of natural resources – especially oil, gemstones, and, in some cases, certain illegal 
drugs – are more likely to experience civil war, ceteris paribus. The resource curse has 
been implicated in civil war onset, duration, outcome, and post-conflict peace failure 
(Ross 2004a, 2004b). In chapter 13, Benjamin Smith examines these dimensions of 
the resource curse and assesses the often conflicting findings on whether certain types 
of resource endowments affect the risk of civil war as well as the duration and outcome 
of such conflicts. Rentier state theories support the notion that states that are depen-
dent on oil exports are more susceptible to civil war onset than similar nations without 
major oil reserves. What are the causal dynamics that explain this relationship, and 
what is the empirical evidence on this relationship? Some have argued that “lootable” 
resources, such as gemstones and drugs, are associated with a greater risk of civil war; 
others contend that lootable resources may be more strongly related to the duration of 
civil war, as revenues from those resources can be used to sustain an armed rebellion. 
There has been less work on how the presence of lootable resources and other valued 
natural resources, such as oil, affects the outcome of civil wars, or the duration of the 
peace after civil war. Benjamin Smith sorts out some of these contending arguments.

Global concerns over climate change have fueled a new stream of research on the 
impact of climate change on the incidence and patterns of armed conflict in the 
world. In chapter 14, Cullen Hendrix, Halvard Buhaug, and Scott Gates review recent 
research on a variety of links in the causal chain between climate events and civil war. 
The premise of this research is the concern that climate change will lead to drought, 
floods, and other disruptive climate events, which will result in resource shortages. 
Water shortages and the loss of arable land will lead to increasing competition between 
communities and nations over those increasingly scarce resources. Climate and natural 
disaster events of this sort are also expected to produce famine and migration of popu-
lations away from drought- or flood-stricken regions, putting pressure on the resource 
base of the regions to which these populations migrate. The expectation is that these 
trends will contribute to increasing levels of violence, especially in nations that lack the 
economic wherewithal or the institutional capacity to mitigate the social and economic 
effects of climate events. Much of the violence may be local communal violence, as one 
community contests with a neighboring community over access to and control over 
increasingly scarce land, water, and food resources. This raises the question of whether 
otherwise sporadic local violence of this nature can coalesce into sustained organized 
armed rebellions, catalyzed by climatic events.
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In the final chapter, David Cunningham, Kristian Gleditsch, and Idean Salehyan 
map out several important new trends in data collection that have emerged in recent 
years, each opening up new sets of research questions that can now be examined 
empirically. Among these are, first, the now fairly established and widely used dyadic 
datasets on civil wars. A second involves the coding of battles within civil wars. A 
third involves the coding of contentious events prior to, during, and after civil wars. 
A fourth area involves data collection on the characteristics of rebel groups. Extend-
ing existing country-year civil war datasets (such as COW and UCDP/PRIO’s Armed 
Conflict Dataset) to the dyadic level emerged from the observation that a large pro-
portion of civil wars involve more than one rebel group simultaneously sustaining 
an armed challenge to the same state (Cunningham, Gleditsch, and Salehyan 2009). 
UCDP/PRIO’s dyadic datasets have enabled a number of studies on how the pres-
ence of multiple rebel groups affects the outcome and duration of civil wars as well as 
the duration of the peace after civil wars (Nilsson 2008b; Cunningham 2011). The 
dyadic analysis of civil war—using government-rebel dyad years rather than civil war 
years as the unit of analysis—has important implications for theories of the civil con-
flict process, for the empirical analysis of that process, and for the policy implications 
of empirical research on the civil conflict process. The ACLED dataset (Raleigh et al. 
2010) and UCDP’S Georeferenced Event Data (Sundberg and Melander 2013) code 
the location, timing, duration, and destructiveness of battles within civil war spells. 
This represents an important addition to our tool set for studying how the shifting 
battlefield fortunes of governments and rebels during the course of a civil war can af-
fect the duration, outcome, and destructiveness of civil wars. Up to now, most studies 
on duration and outcome employed covariates that were measured at the beginning of 
the conflict (or prior to it) and at the end of the conflict. History teaches us that the 
shifting tides of battle during a war can affect the duration and outcome in ways that 
preconditions would not enable us to predict. These battle datasets open the black 
box of civil war spells and allow us to examine the dynamics of conflict within the war 
itself. Projects such as the Social Conflict in Africa Database (SCAD) (Salehyan et al. 
2012) use georeferenced data on social conflict events (e.g., protest, riots, communal 
violence) outside of civil war spells to map the spatial and temporal distribution of 
such events. Event data can be employed to develop more fine-grained models of how 
the dynamics of periods of contention outside of civil war spells can escalate to civil 
war or, alternatively, result in some other outcome. 

With this overview of the organization of this volume, we now present the 
chapters. We are most grateful to the authors who devoted their time and energy 
to writing these chapters. Their dedication to the pedagogy and their knowledge of 
the subjects they address are reflected in the content of the chapters and their com-
mitment to presenting this often complex material in a manner that is accessible to 
students and that stimulates their own thinking about what we do and don’t know 
about civil wars. We hope the analyses presented and the unanswered questions 
revealed will motivate some of our readers to contribute to our work to expand our 
knowledge about the civil conflict process. 
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In this chapter, we present data showing historical trends in armed conflict since 
1945, focusing on the frequency, duration, severity, location, termination, and issues 
at stake in such wars. Since the end of World War II, civil war has been the most 
frequent form of armed conflict. Interstate wars were never very numerous at any 
one time in history, but many interstate wars involved many countries and resulted 
in a high number of fatalities. During the Cold War, there were up to fourteen on-
going interstate conflicts at some point in a decade, whereas in the post–Cold War 
era, the number has been at most five in a decade. While interstate conflicts still on 
average claim more battle deaths than civil wars, we have to go back to the US-led 
invasion of Iraq in 2003 to find one with more than one thousand fatalities in a year 
and to the bloodiest year of the Vietnam War in 1972 to find one with more than 
two hundred thousand fatalities in a year. Civil wars now claim more lives overall 
than interstate war, and this has been true for every year since the mid-1970s. This 
is a dramatic shift in the global pattern of armed conflict. An even more significant 
shift is the clear but uneven decline in the lethality of war generally since the peak 
represented by World War II.

ARMED CONFLICT

In this chapter, we use the terminology of the Uppsala Conflict Data Program 
(UCDP) and refer to armed conflict as a contested incompatibility over government 
or territory where the use of armed force between two parties results in at least 
twenty-five battle-related deaths in a calendar year.1 Of these two parties, at least one 
is the government of a state (Gleditsch et al. 2002: 618f ). We shall refer to “war” as 
an armed conflict with more than one thousand battle-related deaths (military and 
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civilian) in a given year. The dataset distinguishes between interstate armed conflict, 
intrastate armed conflict, and extra-systemic conflict (i.e., conflict between a state 
and a non-state group outside its own territory). Intrastate conflicts are subdivided 
into conflicts with and without intervention from other states. We return later to two 
other types of internal conflict that have occurred frequently during this period. We 
refer to intrastate armed conflicts as civil conflicts, or civil wars when they exceed the 
threshold of one thousand battle deaths.

HOW MANY?

Since the end of World War II and up until 2013, 567 conflict dyads have occurred 
in 259 conflicts in 159 countries (Pettersson and Wallensteen 2015). The number 
of conflict dyads exceeds the number of conflicts because many conflicts (interstate 
as well as intrastate) involve several parties on one side or both. For instance, in 
the territorial conflicts in Mindanao, the government of the Philippines is fighting 
three different insurgent groups. One conflict is with the Moro National Liberation 
Front (MNLF), a rebel group that has been fighting for territorial autonomy for 
the Bangsamoro ethnic population, concentrated in the islands of Mindanao, Sulu, 
Palawan, and Sabah. The Moro Islamic Liberation Front emerged from a faction of 
MNLF that opposed the peace agreement the MNLF signed with the government 
of the Philippines in 1976. The conflict with the Communist Party over govern-
ment, however, is counted as a separate conflict with just one dyad. Figure 1.1 
depicts the incidence (or occurrence) of armed conflicts (1946–2014). During this 
period, there have been four to five times as many civil conflicts as interstate ones 
and fifteen times as many conflict-years. While interstate wars have always been few 
in number, the incidence has declined even further in recent years. In nine of the 
years since the end of the Cold War (1989), no interstate conflicts were recorded, 
although an increasing number of civil conflicts have been internationalized— 
currently as much as one quarter of all armed conflicts. Extra-systemic conflict was 
more frequent than interstate conflict in the first thirty years after the end of World 
War II. These were primarily anticolonial conflicts. As the traditional colonial 
system was more or less wound up with the end of Portuguese colonial rule in the 
mid-1970s, this category is no longer used by the UCDP in coding new conflicts. 
The two last such conflict-years were Portugal versus Angola and Portugal versus 
Mozambique in 1974.

While interstate conflict has declined in frequency since World War II, the in-
cidence of civil conflict increased markedly during the Cold War period, from less 
than ten ongoing conflicts in a given year in the first decade, to over forty in the 
final years of the Cold War. To some extent, this increase is due to the decoloniza-
tion that gained speed after 1960. Internal conflicts in colonies would not have 
been recorded as state-based conflicts. After independence, they are counted as civil 
conflicts. Decolonization also involved arbitrary and sometimes disputed national 
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boundaries that easily developed into territorial conflicts. Many of the regimes in 
the new states were quite fragile and tempting targets for coups and other attempts 
to capture the government.2 Decolonization also contributed to fragmentation of 
the state system—British India became two countries in 1947 (Burma had already 
been defined as a separate entity in 1937); a third was added with the independence 
of Bangladesh from Pakistan in 1971, the only successful secessionist conflict in 
the Cold War period. Worldwide, there were 74 independent countries in 1946 
and 185 in 1991 (Gleditsch and Ward 1999). The probability that an independent 
country would experience civil war in a given year was 9 percent in 1960 and 18 
percent in 1991. When taking into account the rising number of countries, we 
still see an increase in the risk of civil war for a given country during the Cold 
War period. But the figure is less dramatic than if we simply count the number of 
ongoing conflicts.

The end of the Cold War led to the breakup of Yugoslavia and the Soviet Union. 
Both of these involved violence, although not at a scale experienced in the collapse of 
Austria, Germany, Czarist Russia, and the Ottoman empires at the end of World War 
I. Most of the conflicts in the former federal states in the early 1990s ended relatively 
quickly. A number of Cold War–related conflicts in Africa and Central America also 
ended when the two superpowers lost interest in fighting by proxy.3 Among these are 

Figure 1.1. The Number of Ongoing Armed Conflicts by Type and Year, 1945–2014
Pettersson and Wallensteen (2015). The data are found at www.pcr.uu.se/research/ucdp/datasets/ucdp_prio_
armed_conflict_dataset.
Figure created by Ida Rudolfsen.

http://www.pcr.uu.se/research/ucdp/datasets/ucdp
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the civil war in El Salvador, the Contra War in Nicaragua, and the Angolan civil war 
(although this conflict required multiple rounds of failed peace agreements before 
a lasting peace was established in 2002). Thus, around the turn of the millennium, 
the incidence of conflict had dropped by about 30 percent. Following the events of 
September 11, 2001, the decline halted and, in the period since then, the incidence 
of armed conflict has been relatively stable. Recent ups and downs are partly due 
to conflicts passing in and out of the “active” category when the number of battle 
deaths hovers around the lower threshold.

The total number of ongoing conflicts has remained at around thirty to thirty-five 
in the past decade, approximately the same level as in the mid-1970s. The probabil-
ity that a given country would have a conflict on its territory declined in the first 
phase of the Cold War, increased during the heyday of decolonization and again 
quite recently, but declined markedly after the end of the Cold War, as shown by 
figure 1.2. The same statistic for war shows much less variation over time.

Somewhat paradoxically, the share of countries participating in armed conflict has 
increased in the past fifty years, as shown in figure 1.3. In other words, while a given 
country is less likely to have armed conflict on its territory, it is more likely to par-
ticipate in armed conflict! The Nordic countries, for instance, have not experienced 
war on their own territory since World War II, but all of them have participated in 

Figure 1.2. Share of Countries with Intrastate Armed Conflict on Their Territory, 
1946–2014
Figure created by Ida Rudolfsen based on conflict locations reported by UCDP.
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armed conflict far from home several times after the end of the Cold War. A number 
of recent interstate and internationalized civil conflicts have been fought by large 
coalitions on one side. For instance, 28 countries fought against Iraq in the Gulf War 
of 1991, while the invasion of Afghanistan and the subsequent attempts at stabilizing 
and defending the new regime obtained the support of 29 countries. Although the 
United States only succeeded in enlisting two countries on its side (e.g., the coalition 
of the willing) when invading Iraq in 2003, no fewer than 36 countries eventually 
participated in the stabilization force. The first peak in figure 1.3 is due to a similar 
phenomenon—the large coalition fighting as a UN force in the Korean War. Of 
course, many countries participate in such coalitions mainly as acts of political soli-
darity; they make only very limited military contributions, and their governments 
tend to define it as peacekeeping or peacemaking rather than war.4

HOW LONG?

Almost every year, some new conflicts emerge while others end. Several new conflicts 
have ended very quickly. In 2013, for example, a new conflict broke out in Sabah in 
Malaysia in response to an old territorial claim by the Sultan of Sulu in the Philip-
pines. After three weeks of fighting and seventy deaths, the conflict ended. Other 

Figure 1.3. Share of Countries Participating in Armed Conflict, 1946–2014
Figure created by Ida Rudolfsen on the basis of the UCDP/PRIO Armed Conflict Dataset. The number of 
independent countries from Gleditsch and Ward (1999).
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conflicts are quite persistent. For instance, the conflict between Israel and the Pales-
tinians goes back to the end of the 1940s, as does the territorial conflict in Kachin 
in Burma (Myanmar). Although ending such enduring intrastate rivalries has proved 
to be very difficult, the post–Cold War period has seen the end of major violence 
in some old conflicts such as those in the Basque region in Spain and in Northern 
Ireland, and there are hopes of a more peaceful future in Burma. The number of new 
conflicts in a given year is lower than during most of the Cold War era.5

HOW VIOLENT?

Armed conflicts vary enormously in their severity, measured by the number of battle-
related deaths. The three bloodiest conflicts after World War II were the Vietnam 
War (2.1 million deaths), the Korean War (1.25 million), and the Chinese Civil War 
(1.2 million).6 Yet to get a handle of the intensity, we must also consider how long 
conflicts endure. The Korean War and the Chinese Civil War lasted less than four 
years, so both exceeded the Vietnam War in annual battle deaths by a wide margin, 
even though they experienced fewer total battle-related deaths. At the other end of 
the scale, we find a number of conflicts that barely exceed the minimum threshold, 
such as the territorial conflict in India’s Bodoland, which is recorded in the UCDP 
database with a “best estimate” (BE) of twenty-eight deaths in 2013. Thus, figures 
for the number of ongoing conflicts may present a somewhat misleading picture of 
the waxing and waning of war over time.

Figure 1.4 presents annual battle deaths over time for the period after World War 
II. The UCDP coding is a little more restrictive than that done at PRIO (Peace 
Research Institute Oslo); hence the UCDP curve is lower for the years that overlap. 
The trend over time is very similar for the two datasets. For 2014, the number of 
deaths is higher than at any previous time in the new millennium, but considerably 
lower than the peaks during the Cold War period.

Figure 1.4 makes a good case for the ”waning of war” or “decline of violence,” 
as forcefully argued in several recent books (Payne 2004; Goldstein 2011; Pinker 
2011; see also Gleditsch et al. 2013).7 Clearly, the aggregate figure for a given year 
is highly dependent on individual wars. The first peak is generated by the Chinese 
Civil War, immediately followed by the Korean War. The next peak is largely the 
Vietnam War. The third combines the Iran-Iraq interstate war plus the civil war in 
Afghanistan and the resistance to the intervention of the Soviet Union. The smaller 
peak in 1990–1991 is mainly due to Eritrea’s fight for secession from the union with 
Ethiopia and the Gulf War between Iraq and the United States–led coalition, and the 
peak in 1999 stems from the interstate war between Eritrea and Ethiopia. The final 
peak, so far, chiefly results from the civil war in Syria. These peaks are progressively 
lower over time. The trend is clearly toward less bloody armed conflicts, but the 
decline is not linear, not even monotonic. The majority of battle deaths are located 
in a relatively small number of conflicts and countries.



 Introduction—Patterns of Armed Conflict since 1945 21

A further argument for the waning of war is provided by a comparison of these 
figures with figures for the two world wars (Lacina, Gleditsch, and Russett 2006: 
677, figure 1.2). Those two wars completely dwarf anything that has come later. Of 
course, the confrontation between the Soviet Union and the United States and its 
allies could have become a “third world war.” Although the two opponents avoided 
direct military action, practiced considerable restraint, and left the fighting to smaller 
allies, the potential for a major confrontation was felt throughout the period. A 
direct nuclear confrontation between the two superpowers or between NATO and 
the Warsaw Pact would most probably have created a peak in the curve higher than 
those for the two world wars.

Some uncertainty surrounds all figures for battle deaths. How robust is the con-
clusion that battle deaths have declined during this period? The PRIO battle deaths 
data contain high estimates (HE) and low estimates (LE) in addition to the best 
estimates (BE) used in figure 1.4. If we plot the HEs and the LEs, they show the 

Figure 1.4. The Number of Annual Battle Deaths, 1946–2014
Figure created by Ida Rudolfsen. The PRIO battle deaths data for 1946–2008 are found at www.prio.no/
cscw/cross/battledeaths while the data from UCDP cover 1989–2014 and are found at www.ucdp.uu.se. 
Battle deaths data for 2014 for all conflicts are also found in Pettersson and Wallensteen (2015). All the 
numbers used here are best estimates (BE). The two sources also supply high and low estimates (HE, LE). 
Some PRIO figures lack a BE; we have used the average of the HE and the LE. BEs are not always available 
on an annual basis. The distribution of the total battle deaths over the years the war lasted is explained in 
Lacina (2006). While battle deaths have been declining, world population has increased almost threefold 
in the period since World War II. Had we used relative figures for the severity of conflict (i.e., measure 
the probability that a random person is killed in battle) the decline in the severity of war would have been 
even more pronounced. For graphs documenting this, see Pinker (2011: 301), Lacina, Gleditsch, and Rus-
sett (2006: 677), and figure 1.6.

http://www.prio.no/cscw/cross/battledeaths
http://www.prio.no/cscw/cross/battledeaths
http://www.ucdp.uu.se


22 Nils Petter Gleditsch, Erik Melander, and Henrik Urdal

same jagged curve with declining peaks as we find for the BEs.8 Using figures from 
the Correlates of War (COW) dataset, we also find a similar development over time.9

We obviously have more information on recent conflicts. In some of these, such 
as the 2003 invasion of Iraq and the ensuing civil conflict, there have been extensive 
efforts to measure conflict fatalities by surveys (Burnham et al. 2006; see also Spa-
gat et al. 2009) as well as news reports. Many governments make persistent efforts 
to hide the extent of internal violence, but in the age of global news media, this is 
becoming increasingly difficult. If we had been able to obtain full information on 
the extent of internal violence in older conflicts, the waning-of-war argument would 
probably look even stronger.

The human cost of war extends beyond those killed in violent events, as major 
losses of life and negative health effects may stem from indirect and long-term conse-
quences of armed conflict.10 Cross-national studies have documented a considerable 
increase in overall mortality. For instance, Ghobarah, Huth, and Russett (2003) con-
cluded that almost as many died from indirect causes attributable to civil war in the 
period 1991–1997 as those who died at gunpoint. Specifically, they found that some 
8 million DALYs (disability-adjusted life years, with data from WHO) were lost in 
1999 due to the overall long-term effects of the 1991–1997 civil wars, compared to 
some 8.4 million DALYs lost directly in international and civil wars globally in the 
same year. Other cross-national studies (Li and Wen 2005; Plümper and Neumayer 
2006) also find considerable excess mortality both during and after conflict.

In order to assess the indirect effects of conflict in individual countries, one faces 
the challenge of establishing a reasonable counterfactual: What level of mortality would 
we have observed had it not been for the armed conflict? Such counterfactuals involve 
even greater uncertainties than estimates of battle-related deaths. Although it may be 
possible to come up with a plausible figure for war-related deaths for single conflicts, it 
seems unlikely that we will have reliable figures for global war deaths in the near future.

Civil wars also have clear detrimental effects on economic growth, the reduction 
of poverty, primary education, and access to drinkable water (Gates et al. 2012 and 
chapter 10 in this volume). In turn, these effects may also translate into increased 
long-term loss of human life.

Fazal (2014) claims that the reports of war’s demise are exaggerated because there 
have been dramatic improvements in preventive care, in battlefield medicine, in 
evacuation time, and in protective equipment, all of which have reduced the propor-
tion of battle casualties that become battle deaths. She has assembled data that show 
a reduction of killed-to-wounded ratios over time for a number of countries. These 
data are not directly comparable to standard battle-deaths data, since they relate 
only to combatants. Moreover, they include only interstate wars, and Fazal argues 
that collecting comparable data for civil wars is “virtually impossible.” Moreover, 
the improvements of medical care in conflict zones may be influenced by the same 
humanitarian revolution that Pinker and others see as contributing to the decline of 
war. Fazal (2014: 116) concludes that her finding “tempers, but does not negate” the 
empirical claim of a decline of war.
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WHERE?

Major parts of the world such as North America and most of Europe are now free of 
armed conflict. Figure 1.5 shows a map of conflict zones for the years 2006–2008. 
By conflict zones, we mean parts of a country that are directly affected by fighting. 
A similar map for countries involved in armed conflict or even for countries with 
armed conflict somewhere on their territory would portray armed conflict as much 
more extensive. For instance, Russia has a long-standing civil war in Chechnya, but 
the military action takes place only in a very small part of the country.

Broadly speaking, we can identify three clusters of conflict in the period after 
World War II. One extends through Central America and into South America. 
Most of these conflicts ended after the Cold War, and only the one in Colombia has 
persisted over a long period and was still active in 2014. A second cluster extends 
from the Middle East in a southeasterly direction all the way to the Philippines. In 
the 1990s this cluster extended all the way into former Yugoslavia on the Western 
side, and in the 1970s all the countries in Indochina were embroiled in wars of 
different kinds. Thus, this cluster is also now more limited geographically than it 
has been in the past. Finally, Africa has experienced a number of armed conflicts 
spread out over most of the continent. Of the fifty-four independent countries in 
the continent, forty-three have experienced civil armed conflict or interstate conflict 
after independence.11 In the three years featured in this map, the African conflict 
cluster was concentrated in North and Central Africa, and this pattern largely per-
sists today.

The geographical clustering of armed conflict is usually attributed to the similarity 
of neighboring countries in terms of conflict-inducing factors such as poverty and 
weak states. But there are also elements of contagion between conflicts generated, for 
instance, by refugees, rebel forces that seek sanctuaries across the border, or transna-
tional ethnic ties (Buhaug and Gleditsch 2008).12

Europe was the main arena for war during the world wars, although Asia sup-
plied a second important arena for war fighting in World War II. Following World 
War II, there have been major regional shifts in the incidence and severity of war 
(figure 1.6). Initially, the most serious armed confrontations occurred in East Asia; 
in fact, the three largest wars occurred there. The next peak was due to wars in 
West Asia (Afghanistan and Iran-Iraq). Currently, the largest wars are raging in 
the Middle East.

A regional breakdown does not reflect that many human losses are caused by 
countries from outside the region. In great-power interventions, fatalities among 
soldiers from outside powers are counted as casualties in the conflict area. However, 
the human losses suffered by the great powers are often small compared to losses 
among the local combatants. An arguably more significant factor in producing geo-
graphically skewed battle deaths is the fighting by proxy among the great powers. 
The enormous number of battle deaths in East Asia in the first three decades after 
World War II reflect this pattern (Tønnesson et al. 2013).
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Rather than comparing conventional geographical regions, Huntington (1996) pro-
posed that the global pattern of conflict would increasingly be dominated by a “clash 
of civilizations,” with a definition of civilization largely based on religion. Huntington 
was not alone in suggesting that conflicts between the Muslim world and the Christian 
West would be particularly serious. Although aspects of the conflicts after the end of 
the Cold War, notably in former Yugoslavia, ran along religious dividing lines, statisti-
cal studies have failed to find robust evidence of a greater incidence of conflict between 
than within civilizations (Russett, Oneal, and Cox 2000; Huntington 2000). However, 
Huntington (1996: 257f) had actually written that “Islam’s borders are bloody and so 
are its innards.” In fact, in 2012 there were only six intrastate conflicts reaching the 
level of war (one thousand battle deaths)—in Afghanistan, Pakistan, Sudan, Somalia, 
Syria, and Yemen. All of them occurred in countries with a majority of Muslims, and 
all of them involved Muslim insurgents (Rudolfsen and Gleditsch 2015). There is 
no evidence that there is a rise in conflicts in Muslim countries or involving Muslim 
insurgents. But the decline in other types of conflict means that the share of conflicts 
that involve Muslim insurgents or where a majority of the inhabitants are Muslims (or 
both) is increasing. Religion itself is not an issue in all these conflicts, though in some 
conflicts it clearly is. This point is also illustrated in figure 1.7. While the absolute 
number of wars with religious dimensions has been roughly level since the early 1980s, 
other wars have become so rare that religious war is now dominant.

Figure 1.6. Battle Deaths per 10,000 Population by Region, 1946–2014
Figure created by Ida Rudolfsen. PRIO battle deaths data to 2008, UCDP data for 2009–2014. The overall de-
cline of violence is even more visible here than in figure 1.4, which shows absolute rather than relative figures.
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Finally, looking at figure 1.3 again, it is striking that conflicts tend to cluster 
around the Equator. Buhaug, Gleditsch, and Wischnath (2013) found that for 
countries that had not had any intrastate conflict since 1950, the distance from the 
capital to the Equator was on average 80 percent higher than for countries with at 
least one intrastate conflict. Nondemocratic regime types, weak states, low economic 
development, and Islam are also overrepresented in the low latitudes. The interac-
tions between these factors and the role played by a tropical climate, if any, remain 
largely unexplored.

CONFLICTS BY ISSUE

There have been several calls for breaking down armed conflicts by issue (e.g., 
Diehl 1992), and the Issues Correlates of War (ICOW) project13 maps territo-
rial, river, maritime, and identity claims—but only for interstate conflict. A more 
limited typology is used by the UCDP, which distinguishes between conflicts over 
territory and over government. Conflicts over territory often involve secessionist 
movements, where an ethno-regional rebel movement seeks to create a new inde-
pendent nation from a portion of an existing nation-state. The Eritrean rebellion 

Figure 1.7. Global Trends of Religious Dimensions in Wars, 1975–2013
Figure generated by Ida Rudolfsen on the basis of data in Svensson (2014b). Cf. also Svensson (2012). A war 
is considered to have a religious dimension if there was an explicit aspiration relating to religious issues (e.g., 
demands for Sharia law) at the onset of the conflict.
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in Ethiopia succeeded in gaining independence from Eritrea in 1993, following 
decades of armed conflict. The Biafra secessionist revolt in Nigeria from 1967 to 
1970 failed to gain independence for the Igbo population that represents a major-
ity of that region but a minority in the nation of Nigeria. Conflicts over the gov-
ernment include revolutionary civil conflicts in which the rebels seek to overthrow 
the incumbent regime and establish a new regime in a given nation. The Cuban 
revolution, the Sandinista revolution in Nicaragua, and the Khmer Rouge revolu-
tion in Cambodia are examples of rebel successes in conflicts over government. 
Figure 1.8 shows the trend in the two types of incompatibilities coded by UCDP. 
Whereas conflicts over government were relatively rare in the first decades after 
World War II, the number of governmental conflicts increased in the 1970s, and 
since then roughly half of all conflicts have been over territory and the other half 
over government.

The incompatibility distinction is key to a number of studies focusing on different 
explanations for conflict. Buhaug (2006) argued that the strength of the rebel group 
relative to the state would determine whether it was realistic to try to capture the 
state (conflict over government) or whether the rebels were more likely to aim for 
secession (conflict over territory). He also found that territorial and governmental 
conflicts are shaped by different causal mechanisms, with democratic countries ex-
periencing territorial conflicts more frequently.

Figure 1.8. Armed Conflicts by Incompatibility, 1946–2014
Figure created by Erik Melander on the basis of the UCDP/PRIO Armed Conflict Dataset.
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A majority of civil conflicts in the post–World War II period have been fought 
along ethnic lines. This is true for almost all conflicts over territory but even for 
almost half of the conflicts over government (Denny and Walter 2014). That does 
not, however, imply that ethnicity itself is the primary issue in civil wars. On the 
contrary, such conflicts appear to be driven by the same grievances that account for 
other conflicts as well (e.g., weak state, low income), but ethnicity provides a stable 
pattern of identification that facilitates the organization of an insurgency.14

HOW CONFLICTS END

For some countries, civil conflict has become a chronic condition. Approximately 
half of the nations that have experienced at least one onset of civil conflict later ex-
perienced a relapse into renewed conflict, even after several years of inactivity. Kreutz 
(2013) compares the number of civil conflict onsets with the number of civil conflict 
terminations over time. Figure 1.9 shows that, except for a few years, the rate of civil 
conflict onset was higher than the rate of termination throughout the Cold War, but 
the opposite has been true for the post–Cold War period with terminations outpac-
ing onsets in all but a few years.

Figure 1.9. Civil Conflict Onset and Terminations (Five-Year Averages), 1950–2014
Figure based on Kreutz (2013), updated to 2014 by Erik Melander using the UCDP/PRIO Armed Conflict 
Dataset.
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A study of how civil conflicts ended in the period 1946–2005 (Kreutz 2010) 
found another striking difference between the Cold War period and the subsequent 
years. The percentage of civil conflicts ending with a peace agreement increased from 
9 percent to 18 percent, whereas victories by either side decreased from 58 percent to 
14 percent. Termination by cease-fire agreements also became much more frequent 
in the post–Cold War period.15

OTHER FORMS OF INTERNAL CONFLICT16

Two other forms of internal conflict are conceptually distinct, yet closely related to 
civil war. Conflicts between organized groups without the direct participation of 
the government are often called “intercommunal conflicts,” or “non-state conflicts” 
in UCDP terminology. The UCDP codes three main types of non-state conflict: 
between rebel groups and other organized militias (e.g., the Free Syrian Army versus 
the Islamic State in Iraq and al-Sham/Syria); between supporters of different politi-
cal parties (e.g., the Action Congress [ACN] versus the People’s Democratic Party 
[PDP] in Nigeria); and between communal groups (e.g., between the Borana and the 
Turkana pastoralist peoples in Kenya). Such conflicts are currently as numerous as 
state-based conflicts, but on average less violent. They often come into being because 
the state is too weak to end them. If the state is strong enough to engage the warring 
parties, it exercises its power to quash the violence before it escalates. Alternatively, 
the state becomes the dominant actor on the other side and the conflict is classified 
as a civil conflict.

Second, many governments and organized non-state groups use violence against 
unorganized people. Such conflicts are not defined as civil conflicts, but rather as 
one-sided violence (see Eck and Hultman 2007 for UCDP data), or as genocide or 
politicide (Harff 2003) or an even broader category, democide (Rummel 1995, see 
also www.hawaii.edu/powerkills/). In the twentieth century, this form of conflict 
probably claimed more lives by a wide margin than all wars. Using Rummel’s broad 
definition (which includes excess mortality in concentration camps and famines for 
which the government must be held responsible), democide claimed four to five 
times as many victims as war in the first three quarters of the twentieth century. 
The greatest catastrophe of its kind in the twentieth century, China’s Great Leap 
Forward in 1958–1961—the policy of forced industrialization and collectivization 
of agriculture—is now estimated to have caused some 45 million deaths (Dikötter 
2010), more than the total number of battle deaths in the twentieth century. Figure 
1.10 shows the number of deaths combined for intrastate and non-state conflict as 
well as one-sided violence. In most years, victims in intrastate conflicts outnumber 
the two other forms of internal violence. The 1994 genocide in Rwanda represents 
a spike in casualties more than five times as high as any other year during the post–
Cold War period.

http://www.hawaii.edu/powerkills
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NEW WARS

According to a widespread claim, civilians suffer more from civil war and warlike 
situations today than in earlier times. The very nature of war has changed, according 
to several scholars. The most influential argument comes from Mary Kaldor (1999), 
who coined the term “New Wars.” Kaldor identifies three particularly important 
historical developments: the increasing salience of identity in politics, the transfor-
mation of war economies, and the end of the bipolar world order of the Cold War. 
Wars based on identity politics are believed to be especially brutal toward members 
of the outgroup, transformed war economies means that armed groups increasingly 
come to depend on looting civilians, and the end of the rivalry between the super-
powers removed their restraining influence over their allies. Critics have argued that 
the impact of these changes is misunderstood in the theorizing about the changing 
nature of civil war. For example, Kalyvas (2001: 116), in a review of ethnographical 
studies, finds that “both the perception that violence in old civil wars is limited, dis-
ciplined, or understandable and the view that violence in new civil wars is senseless, 
gratuitous, and uncontrolled fails to find support in the available evidence.” The 
claim that civilian suffering has increased with the advent of the New Wars can be 
interpreted in two ways. Either other forms of organized mass violence taking place 

Figure 1.10. Deaths in Intrastate Conflict, Non-State Conflict, and One-Sided Violence, 
1989–2014
Figure created by Erik Melander on the basis of the UCDP data for the three categories of violence.
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outside the context of traditionally defined state-based civil conflict have increased, 
or the severity of civilian victimization has increased in ongoing civil conflicts. Our 
data for other forms of organized violence in figure 1.10 suggest that the first possi-
bility can be dismissed—there is no increasing trend since 1989 in non-state conflict 
or in one-sided violence. The genocide in Rwanda in 1994 stands out as an excep-
tionally destructive event in the post–Cold War period, but mass killings of civilians 
happened more frequently during the Cold War, according to data from the Political 
Instability Task Force (Center for Systemic Peace 2014).

In order to gauge the extent of civilian victimization in civil conflict, Melander, 
Öberg, and Hall (2009) analyzed the average levels of politicide/genocide and forced 
displacement in country-years with civil conflict. Taking into account other factors 
that might dampen the human impact of civil conflict, such as democracy and eco-
nomic development, they found that to the extent there is any trend in the data, it is 
contrary to the New Wars thesis. In fact, the wars of the post–Cold War period are 
less atrocious on average. An update to 2014 shows a continued downward trend in 
the average magnitude of genocide during civil conflict (figure 1.11).17 Greater civil-
ian suffering could happen if civil conflicts cause other forms of violence to increase. 
While armed conflicts do seem to be associated with higher overall levels of homicide 
(Archer and Gartner 1984; Fox and Hoelscher 2012), it is not clear whether levels 
of homicide in conflict contexts have increased after the Cold War than in earlier 
periods. Cohen and Nordås (2014) find an increase in the use of sexual violence in 

Figure 1.11. Average Magnitude of Genocide in Civil Conflict, 1955–2014
Figure created by Erik Melander on the basis of UCDP/PRIO data for intrastate armed conflict and data on 
genocides from the Center for Systemic Peace (2015).
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war from 1989 and up until around 2003, after which there has been a significant 
decrease. However, we do not have data for sexual violence predating the Cold War.

THE FUTURE OF CONFLICT

It is tempting to map the future of conflict by forecasting from current trends.18 
The decline in armed conflict after the end of the Cold War gave rise to widespread 
optimism about world peace built on democracy and the market economy. The 
events of September 11, 2001, and the drawn-out wars in Afghanistan and Iraq nul-
lified much of this optimism. But such trend prolongation, whether optimistic or 
pessimistic, is a hazardous exercise. For one thing, as we have shown, the severity of 
armed conflict in a given year has traditionally been dependent on single conflicts. 
Had nuclear war between the two superpowers broken out during the Cold War, 
it would probably have given us a peak higher than World War II. If the current 
crisis between Russia and the West were to escalate, it could have a similar result, 
although most observers would rate this as much less likely than an escalation during 
the Cold War. The 1999 Kargil War, which barely made it over the one thousand 
battle deaths threshold, pitted two nuclear states, India and Pakistan, against each 
other. Had the conflict escalated to all-out war, the outcome would obviously have 
been much bloodier.

In order to make more realistic projections about the future, we need to look at 
reasonable prognoses for the main causal factors behind conflict. On the basis of 
our current knowledge about the main factors promoting conflict (such as Collier 
and Hoeffler 2004; Fearon and Laitin 2003; Hegre et al. 2001; Hegre and Sambanis 
2006), Hegre et al. (2013) have worked out a forecasting model that projects a con-
tinued decline in the proportion of the world’s countries that have intrastate armed 
conflict, from about 15 percent in 2009 to 7 percent in 2050. The substance of this 
forecasting model potentially spans the themes of all the other chapters of this book. 
As we gather more knowledge about the causes of civil war, we shall also be able to 
better assess its future.
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When do civil wars begin? Some may point to John Brown’s guerrilla strikes on Harper’s 
Ferry, West Virginia, in 1859 as the precipitating event for the U.S. Civil War.1 Brown, 
a radical abolitionist, along with over twenty other men, raided the town, took weapons 
from the local barracks, and seemed to demonstrate to the South that settlement of the 
slavery issue would require force (Howard 1978). Most historians date the beginning of 
the U.S. Civil War as the Battle of Fort Sumter in South Carolina, which raged from 
April 12 to April 14, 1861, two years after Harpers Ferry (Detzer 2001). Most courses 
on the U.S. Civil War, however, begin by discussing the constitutional issues of slavery, 
the Three-Fifths Compromise, then move to the Missouri Compromise, Bloody Kan-
sas, and other events that were antecedents to formal declarations of war between the 
North and the South of the United States.2 Which view of the beginning of the U.S. 
Civil War is the most accurate? On one hand, we might think about the onset of a new 
civil war. In this view, wars start like the beginning of the universe—with a big bang. 
Similar to religious and scientific arguments over this moment of creation, big bang 
civil war scholars argue that these conflicts just break out. The central debate is whether 
rebel opportunities to predate or challenge the state cause this outbreak or whether the 
intensity of group grievances is the proper tinder. On the other hand, process-oriented 
scholars suggest wars build up through a dynamic interaction of violence.

Let’s consider a more contemporary example, the civil war in El Salvador that 
spanned from the 1970s to the early 1990s. Some scholars date the beginning of 
the war to a military coup that began in 1979 and ushered in a brutally repressive 
regime. Some accounts suggest the war began in 1980, sparked by events such as the 
murder of popular archbishop Monsignor Oscar Romero and other events orches-
trated by an elite working in concert with the military (Stanley 1996). Later in the 
year, many rebel groups joined an alliance, the Farabundo Martí National Liberation 
Front (FMLN) to jointly challenge the regime and pursue civil war. Many of these 
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groups, however, began their insurrection at least a decade prior, and some authors 
suggest the roots of the war were planted in a 1930s massacre by the government 
called La Matanza (Wood 2003). Again, in a big bang approach, we might search for 
a proximate event that led to conflict that exceeded a large number of deaths. If we 
consider the processes between the state and dissidents, our story will include events 
and interactions that preceded this catalyzing event.

The consequences of this implicit choice of studying a big bang or process influ-
ence how scholars conceptualize civil war, how they measure it, and how empirically 
civil war is modeled. In this chapter, I discuss the development of the quantitative 
civil war literature in the post–Cold War era. First, I discuss how civil war is defined 
and how different scholars measure this phenomenon. Second, I discuss some of 
the standard explanations for why civil war begins. Most of these explanations tend 
to follow a big bang approach that organizes a dichotomy between greedy rebels or 
aggrieved ones. The greed-versus-grievance arguments have been structured over 
a decade of civil war research. I argue for thinking about this more generally as 
an interaction between states and dissidents and integrating with process-oriented 
arguments built from the repression and dissent literature. Finally, based on a po-
tential synthesis of standard approaches and a process approach, I discuss different 
future directions for the study of civil war, including how to integrate macro- and 
micro-level studies, how to best predict civil war, and how to think about strategic 
nonviolence as part of a larger repertoire of contention.

DEFINING CIVIL WAR

What is civil war? Useful definitions of critical concepts tell us what the phenom-
enon is and what it is not.3 Standard definitions of civil war stress violence within 
a state, involving the national government and rebels, that produces deaths above 
a certain number. Focusing on the intrastate dimension helps distinguish civil war 
from the interstate variety. Specifying that the violence includes the national gov-
ernment and rebels helps to distinguish civil war from one-sided violence, such as 
politicide or genocide (Rummel 1995; chapter 1 this volume). Finally, using a death 
threshold distinguishes civil war from lower level conflict, such as terrorism.4

These differences among types of political violence may be more difficult to neatly 
discern as initially suggested. For example, war rarely is contained within a single coun-
try. Civil conflicts may bleed over into other states due to refugees fleeing the violence 
(Moore and Shellman 2007). Refugees may also be the cause of the civil conflict as they 
change local demographics, have ties to outside violent networks, and import ideas and 
materials for the production of violence (Salehyan and Gleditsch 2006). Additionally, 
these forms of political violence can occur at the same time. Terrorism, for example, 
often occurs in the context of civil war (Findley and Young 2012). Terror can be used 
to control populations (Kalyvas 2006) or spoil the peace (Kydd and Walter 2002) or as 
part of a larger strategy to force negotiations (Thomas 2014). Finally, an intrastate war 
may be interrupted by an external power or become internationalized (Themnér and 
Wallensteen 2014), such as in the current conflict in Syria. These issues make identify-
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ing a civil war separately from other forms of political violence complicated. In practice, 
however, scholars simplify the task by highlighting the reasons why civil war is distinct 
and uniquely destructive from other kinds of political violence.

MEASURING CIVIL WAR

So far, the discussion has focused on conceptually defining civil war and determining 
when a war begins. In the quantitative literature on civil wars, however, most scholars 
identify an operational definition of civil war, or a way to count what is and what is 
not civil war. The operational definition includes the relevant actors involved (e.g., 
government versus rebel group), the start date for the war, and a severity threshold 
that distinguishes civil wars from other forms of political violence (see, for example, 
Small and Singer 1982).

As Sambanis (2004) notes, in his work on defining and coding civil wars, a straight-
forward definition (e.g., war within a state, involving the state and rebels, that exceeds a 
battle-death threshold, such as one thousand deaths) leads to some inconsistencies and 
generates the need for ad hoc rules to deal with the complexity of defining the civil war 
concept. For example, how organized do the rebels need to be to be coded as a rebel 
group? If we use death thresholds to identify civil war, how do we deal with unreliable 
reporting? Since civil wars often proceed in fits and starts, how do we count the begin-
ning of a new war as opposed to a continuation of an old war (Sambanis 2004: 816)?

Because of the complexity of creating an operational definition, several lists of 
civil wars are widely used in empirical research. Data projects by Fearon and Laitin 
(2003), the Correlates of War Project (Sarkees and Wayman 2010), and UCDP/
PRIO have generated data on the onset of intrastate conflicts from 1816 to the pres-
ent (Gleditsch et al. 2002). Regardless of how these projects produce different civil 
war lists (Hegre and Sambanis 2006), nearly all of the operational definitions of civil 
war include some death threshold or rules about counting a war within a particular 
range of battle deaths (Sambanis 2004). The UCDP data (Harbom and Wallensteen 
2012) are unique in that they offer different thresholds for battle deaths to distin-
guish onsets of minor intrastate armed conflict (more than 25 battle deaths) from 
civil war (more than 1,000 battle deaths).5 Sambanis (2004) suggests that coding a 
civil war by thinking about a more flexible interval of battle deaths might be a practi-
cal choice. More consistent with a process approach, we could consider an event as 
a civil war when aggregated deaths exceed a particular value (usually around 1,000 
deaths) over the course of a conflict, but each year those casualties may vary and be 
less than 1,000.6 This could also mitigate Sambanis’s (2004) and others’ concerns 
about unreliable reporting. Since we are not as concerned about being precise in the 
annual counts of battle deaths, we could minimize measurement error.

In deciding what is or is not a rebel group, we can again use some practical decision 
rules. Three considerations stand out: (1) rebel group goals, (2) difference from other 
actors (criminals), and (3) organizational structure. In terms of goals, rebel groups want 
to challenge the sovereignty of the state, or its monopoly over the use of legitimate vio-
lence (Tilly 1978). They may want to take over the state, transform it, or secede from it 
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(Gates 2002). In contrast to criminals, rebel groups have political motivations (Dugan 
and LaFree 2004). Finally, rebel groups have structure and are not a loose conglomerate 
of people (Weinstein 2006). Rebel groups create organized structures to organize group 
activities and leadership selection, with some groups even utilizing elections to select 
their leaders (e.g., groups in Ethiopia, India, and Somalia).

The final consideration is, how do we think about a civil war that proceeds in 
fits and starts? Classic coding provides an arbitrary time unit to separate new and 
old wars (see, for example, Collier and Hoeffler 2001). In a big bang approach, this 
choice may make sense. In short, conditions at one time led to an onset of war, time 
passed, and new conditions arose. In contrast, in a process approach, we would con-
sider whether the underlying interactions between actors have changed. We consider 
whether the same actors were involved, and whether the incompatibility that began 
the first war was resolved prior to the onset of a new war.

Coding data and measuring concepts can influence the outcomes we develop. 
Since our empirical findings and policies are influenced by data, these data have to 
be as accurate as possible. Where these small changes in our data, due to rules like 
what counts as a rebel group or when a new civil war starts, influence why we think 
civil war began, we need to be open and clear and show these implications.7

Also implicit in this definitional approach is the belief that civil war begins once 
the right mix of ingredients is included. In short, civil war will break out when this 
mixture is right. Given this, an implicit assumption that needs to be explicit is to 
think about beginning a definition of civil war by acknowledging that it is a conflict 
caused by the interaction between states and dissidents.8 In other words, there is a 
process of violence, action, and reactions by the state and dissidents that build to 
a civil war (Young 2008, 2013). This seems like a truism, but it has some critical, 
overlooked implications. If civil war is a process of violence, then defining it requires 
identifying the state and dissidents explicitly and acknowledging their contributions 
to the production of violence. Relatedly, if it is the interaction of these actors that 
gets a conflict above a certain death threshold, then we need to model dissent and 
repression and the consequences of this joint production of violence.9

EXPLAINING CIVIL WAR ONSET

The end of the Cold War brought a renewed interest to understanding the causes 
and consequences of civil wars.10 As Fearon and Laitin (2003) showed, civil wars 
were not on the rise per se in terms of frequency, but they were far more deadly 
in the post–World War II world and more difficult to resolve than their interstate 
cousins (see also Walter 1997) and also tended to last far longer.11 Early work on 
political violence suggested that grievances were the motivating factor for internal 
rebellion (Brinton 1938; Davies 1962; Gurr 1970). Whether these grievances were 
due to rising expectations and unfulfilled outcomes (Davies 1962) or relative depri-
vation (Gurr 1970), the root cause in revolutions lay in citizens’ grievances, whether 
real or perceived. In this perspective, individual anger toward the government for 
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unresolved religious, ethnic, or ideological reasons helps explain why individuals 
are moved to violence against the state. The state might be unable to satisfy these 
cleavages (Davies 1962), or coercion by the state helps create some of the grievances 
of the populace (Gurr 1988). Grievances are an intuitively plausible explanation for 
civil war as they are constantly expressed by the rebels and are often what media 
report as the underlying cause of the conflict. During the civil war in El Salvador, 
a rural participant suggested that people were moved to take part in mobilization 
against the state for religious reasons. They suggested that “[i]t was Biblical Study 
that made people conscious, a process that eventually took another form. By means 
of the Bible, it all began” (as quoted in Wood 2003: 89).

A standard critique of some grievance-based claims for civil war relates to diffi-
culty in identifying subjective grievances (Walker and Pettigrew 1984) or the general 
ubiquitous nature of grievances across time and space (Muller and Weede 1994). For 
example, if groups have grievances over a long period of time, how can we explain 
why civil war breaks out in one year rather than another? Moreover, these approaches 
did not properly address how people banded together to collectively act on these 
grievances.12 In many of the places of the world with the highest levels of economic 
inequality, such as Brazil, civil war is not common. Thus, even though citizens may 
have grievances toward the government, they do not always act upon those frustra-
tions by forming or joining rebel groups.

Due, in part, to the inconsistency in empirical findings, grievance-based explana-
tions fell out of favor in the post–Cold War literature.13 Initially, there was an interest 
in old versus new wars. Kaldor (1999) suggested that new wars were based on identity 
rather than classic material concerns like territory and were excessively brutal, citing 
the Bosnian civil war as an example. These newer wars would be low intensity and 
both interstate and intrastate in scope. Kalyvas (2001), however, debunked this view 
as it pertained to civil wars, suggesting that it is difficult to ascertain a monocausal 
explanation of war, as individual motivations vary over even a single conflict and new 
and old civil wars are equally destructive and deadly. In the current civil war in Syria, 
for example, motivations for opposing the Assad regime could range from ideologi-
cal to economic to religious to simple revenge for a disappeared or killed loved one.

In contrast, a new post–Cold War literature on civil war has tended to privilege 
structural explanations for civil war onset (Fearon and Laitin 2003, Collier and Hoef-
fler 2004).14 In this work, opportunities for rebellion explain why we see civil war 
occur in some places but not others. For Collier and Hoeffler (2004), greed explains 
the onset of civil war. Greed can come in many forms, but it is prevalent where rebels 
have opportunities for predation and where opportunity costs of rebellion are low. In 
these structural situations where rebellion is low cost, we should expect the onset of 
civil war. In the first version, focusing on opportunities for predatory behavior, rebels 
can use natural resource endowments for financing attempts at becoming the sovereign 
or monopolizer of violence in a given territory (Grossman 1999). Natural resource 
endowments can take on several forms, including diamonds, oil, illicit drugs, or other 
so-called lootable resources (Ross 2006). While these arguments have suggested that 
many forms of primary commodities can be used to predate and finance rebellion, 
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more nuanced claims suggest some resources are more easily lootable15 or translated 
into rebel finance (Ross 2004a; Snyder and Bhavnani 2005).16 Weinstein (2005, 2006) 
argues that how the rebels finance their conflict can influence not only who they recruit 
but also the groups’ strategies for employing indiscriminate or targeted violence.

Beyond looting and natural resources, rebels’ opportunity costs may influence the 
likelihood of civil war onset. Where the costs of rebelling are low relative to the op-
portunities for predation and eventual overtaking of the state, we might expect more 
civil war onsets (Collier and Hoeffler 2004). Conflicts in sub-Saharan Africa, such 
as in Liberia or Sierra Leone, seemed to be explained by this insight. These conflicts 
included a toxic mix of a weak state, opportunity to acquire natural resources to fuel 
violence, and lack of options for many citizens. While Collier and Hoeffler interpret 
poverty as the mechanism linking low income to civil conflict, this is not the only 
explanation (Sambanis 2004b). In short, and a point that will be developed later, the 
link between poverty could flow through the state, or weak states lead to civil conflict 
or to opportunity costs for rebels as Collier and Hoeffler (2004) suggest.

Collier and Hoeffler (2004) find that empirical proxies for greed, such as primary 
commodity exports, GDP per capita, and GDP growth, covary with the onset of civil 
war in their data. In their explanation and empirical model, they interpret this to mean 
that arguments about rebel opportunity costs are useful to explain onset of civil war. By 
contrast, they find less support for grievances or empirical proxies such as income in-
equality, ethnic fractionalization, or religious fractionalization that might explain varia-
tion in their civil war data. Importantly, this approach pointed scholars and policy mak-
ers toward focusing on a subset of at-risk, weak states as particularly prone to civil war.

Berdal (2005) and Ballentine and Sherman (2003) argued in favor of moving be-
yond the greed versus grievance story. Berdal (2005), in particular, suggested focus-
ing on more local processes to understand individual conflict traps. By 2009, Collier 
and his colleagues made a similar set of arguments (Collier et al. 2009). Regardless, 
the greed story of rebellion had a large policy impact by permeating through the 
World Bank, leading to dozens of policy papers, a collection of case studies, and a 
legion of academic articles.17

Although they do not discuss greed and grievance, Fearon and Laitin (2003) offer a 
complementary approach, but suggest that state weakness explains the puzzle of civil 
war. Instead of linking rebel opportunity, via predation or poverty, to civil war onset, 
Fearon and Laitin suggest that states with weak counterinsurgent capabilities create 
opportunities for rebellion. These opportunities come in several forms, but factors that 
increase the probability that rebels can mount a credible offensive are the most impor-
tant. Fearon and Laitin provide a comprehensive set of empirical evidence, including 
new data on coding civil war and detailed sensitivity analyses to make sure results are 
robust to alternative claims, such as grievances associated with religion or ethnicity.18

Similar data to Collier and Hoeffler’s (2004) are used as empirical proxies of state 
capacity. Whereas Collier and Hoeffler find a strong link between measures of GDP 
and civil war and interpret this as support for the opportunity cost story, Fearon and 
Laitin find a similar empirical relationship and interpret low income per capita as 
the state’s inability to effectively counter insurgencies (Sambanis 2004b). Fearon and 
Laitin find a robust relationship between GDP, mountainous terrain, and population 
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and civil war onset and further see this as confirmation for their claims about weak 
state capacity increasing the risks for civil war. In sum, these important pieces sug-
gest that opportunities for rebellion are the critical ingredient to explain the outbreak 
or big bang of civil war. They use different coding decisions and different data, but 
both studies find structural proxies of opportunity to be the most significant factors 
for understanding civil war onset.19

In an earlier article on interstate war, Starr (1978) suggested that opportunity and will-
ingness were central ordering concepts in the study of war generally. In short, war should 
occur where there are opportunities for violence and willingness by each side for such 
acts. Fearon and Laitin (2003) and Collier and Hoeffler (2004) and subsequent research 
building on these pieces tend to focus on the opportunity side, albeit for different rea-
sons. If opportunity and willingness help to explain actors’ reasons for engaging in civil 
war, then this is analogous to greed and grievance, but the opportunity and willingness 
framework provides a more general way to think about conflict. Greed and grievance, 
then, are simply special cases of willingness and opportunity, respectively.

In many ways, Starr’s work is similar to criminological studies that utilize so-called 
Routine Activities Theory (Osgood et al. 1996). In this framework, crime should occur 
when there is a motivated offender, a suitable target, and lack of a capable guardian. 
These three necessary conditions explain crime.20 Both theories have been useful in 
outlining the total possibilities of explanations for violence at an individual or state 
level. Critiques of each approach have tended to suggest that they are true by defini-
tion, but cannot give more precise guidance about why some people will be violent or 
why some states are more prone to war than others (Henson et al. 2010). In the context 
of this post–Cold War quantitative civil war research, opportunities for civil conflict 
are privileged over willingness explanations. Assuming both portions of opportunity 
and willingness matter for civil war, willingness accounts are likely underrepresented.21

As with greed and opportunity, if we think of grievances as a special case of 
willingness to rebel, there are arguments beyond the simple grievance story. State 
repression is certainly an important source of grievance within any society. Lichbach 
(1987), among others, has examined whether state repression leads to mobilizing 
dissent or demobilizes it through deterrence. As Mason and Krane (1989) show, as 
the repression becomes more indiscriminate and the level of repression increases, 
the population moves away from supporting the state and is more likely to engage 
in civil conflict. The puzzle of why repression sometimes deters and at other times 
mobilizes may hinge on this issue of discrimination.

Bringing opportunity and willingness arguments together is a possible path for-
ward. Certain configurations of different states and regime types likely breed more 
grievance than others (Hegre et al. 2001; Fjelde 2010; Gurses and Mason 2010). 
Hegre et al. (2001) argue that consolidated democracies that produce fewer grievances 
should be the least susceptible to civil war. Strong autocracies may produce willing-
ness to rebel but offer little opportunity, lying in the middle of the regime spectrum 
where opportunities and willingness are both present and where civil war will occur.

Whether we adopt a greed/opportunity or grievance/willingness approach to 
explaining civil war, most research assumes civil war breaks out instead of building 
up through a process of interaction between states and dissidents. The quantitative 
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tradition, in particular, models civil war empirically with a single equation that treats 
each additional variable as an extra covariate that can raise or lower the probability 
of a war breaking out in a given country-year.22 Where this research has been most 
successful is in identifying a risk set of countries, generally with lootable resources, 
low GDP, or weak state institutions, and focusing scholarly and policy attention to 
these cases. This research can thus help explain where conflict is likely to erupt. The 
prevailing weakness, however, is that these models cannot tell us when conflict will 
occur. Using structural data, such as GDP or resource stocks, does not allow much 
variation in these cases over time. To understand the iterative processes that occur 
between the states and rebels and how these lead to more or less violent outcomes, 
we need data and models that bring time and interaction into the story.

Earlier work on repression and dissent tended to avoid discussions of civil war at 
all, instead focusing on how the two sides (states and dissidents) change their behavior 
conditional to the actions of each other (Lichbach 1987; Davenport 1995; Rasler 
1996; Moore 1998, 2000). In this broad formulation, dissidents could rebel violently 
or nonviolently and states choose to repress or accommodate. Central questions relate 
to how these strategies or tactics interact, which strategies are more successful than oth-
ers, and how to properly model this interaction. This research was inherently engaged 
in micro-level processes and data and was a precursor to the more recent disaggregating 
civil war movement in the mid-2000s (Cederman and Gleditsch 2009).

Work by Young (2013) and Lichbach et al. (2004) explicitly linked the repression 
and dissent literature with the newer work on civil war. Lichbach et al. (2004) criti-
cized the literature generally, and Fearon and Laitin (2003) specifically, for not think-
ing about past conflict processes. Rather than assuming that past actions by the state 
and dissidents had no influence on an onset of civil war, Young (2008), used several 
modeling strategies23 to explain first why states repress and why groups use dissent, 
and then how changes in repression and dissent lead to moving beyond a threshold 
we call civil war. Both Young (2013) and Lichbach et al. (2004) used measures of 
conflict between states and dissidents, or actual dynamic measures of interaction, 
rather than structural variables with little temporal variation. Young (2013) critiqued 
the dominant approach, building on claims by Ward et al. (2010) showing that typi-
cal civil war onset models were not good at predicting war. Most of the structural 
or opportunity models used data that varied across countries but not much over 
time. These models, in other words, could explain where civil war was likely but not 
predict when civil war was likely to occur. From a policy perspective, being able to 
incorporate temporal dynamics is an obvious reason for why models built on state-
dissident interaction are inherently more useful than structural models.24

While Lichbach et al. (2004) used a conventional single-equation model to 
estimate the onset of civil war, Young (2013) suggested modeling the process in a 
two-stage procedure, which more accurately captured what first produced repression 
and dissent and then how repression and dissent escalated to civil war. Similarly 
to Shellman et al. (2013), Young (2013) did not completely reject the use of op-
portunity (e.g., structural or greed) measures, but argued for including measures of 
state and dissident choice to more accurately predict where civil war was likely to 
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occur. With the inclusion of repression and dissent measures, Young’s (2013) model 
provided better in-and-out of sample predictions of where and when civil war would 
occur. Importantly, like Mason and Krane (1989) and Rasler (1996), Young (2013) 
finds that repression is the key driver in the process of violence. In the first stage, 
where leaders are insecure or when they are likely to lose office, they are more likely 
to use repression. In the second stage, repression increases the likelihood of civil war 
dramatically. In 2011 in Syria, the president, Bashar al-Assad, felt insecure given the 
wave of activism spreading through the region. In response to some anti-regime graf-
fiti, al-Assad jailed and tortured the youths held responsible. This repression sparked 
further mobilization against the regime. This dynamic process quickly developed 
into a bloody civil war still underway in 2015.

States, as Davenport (2007b) suggests, use a law of coercive responsiveness when 
challenged by dissidents, making repression a trigger for more conflict. After a more 
careful quasi-experimental design, opportunity explanations, which privilege GDP 
or population, still find support, but the overall effects are attenuated (Young 2008).

CONCLUSION

After tracing some of the progress of the quantitative study of civil war, this chapter 
showed two important developments. First, civil war studies can be enriched by 
incorporating the literature, modeling techniques, and insights of the repression and 
dissent literature. This literature’s focus on process, interaction, and micro-level units 
of observation can be profitable when one is trying to model complex civil war vio-
lence. As violence by both sides can escalate conflicts, it helps to think about lower-
level violence as an antecedent to civil war rather than civil war as something that just 
happens (e.g., a big bang). Second, thinking about a civil war does not have to be 
done using a dualist approach. Is it greed or grievance? Or opportunity and willing-
ness? Or structure versus process? The best answer is probably all of the above. Rather 
than ignoring the insights of any of these literatures, a synthesis is the best approach. 
Macro-level studies can point us to cross-national differences and large structures 
that are more conducive to political violence. We can identify places with underlying 
greed/grievance motivations as risky. Coupled with escalatory behaviors by states and 
dissidents, we can establish a clearer picture of the pathways to civil war and the deci-
sions made by actors that lead us in these directions. The future challenge is weight-
ing the explanations based on context, timing, culture, and other micro-level factors.

While a disaggregation movement in civil war studies began in the mid-2000s, 
more recently there has been a micro-level turn. Lyall (2010), for example, collects 
data at precise spatial and temporal units of aggregation to investigate state-dissident 
interactions within a single country or a small set of countries.25 This general ap-
proach favors studying civil war using a more process-oriented approach that incor-
porates repression and dissent. Cunningham et al. (chapter 15, this volume) discuss 
how micro-level data can account for the actors involved in conflict, where they 
choose to fight, and how they contest for power at the local level.
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A challenge is, however, how do we scale these results up? A benefit of the quan-
titative studies in the early 2000s was their generalizability and the possibility that 
they represent big trends in post–World War II conflict. An obvious trade-off was 
the internal validity of the research as data were collected at higher levels of spatial 
and temporal aggregation. Micro-level studies tend to privilege the exact opposite. 
We can be more confident that sweep operations in Chechnya from 2000 to 2005 
had a precise effect on violence in the region during this time period. We cannot 
be confident that this result can be applied to other kinds of counterinsurgency or 
applied to Afghanistan or Iraq or even to Chechnya from 1993 to 1999. We need 
studies that examine both micro- and macro-results, but macro-results work because 
lower barriers to entry have been more common.

Relatedly, there has been a recent turn toward studying strategic nonviolence. Che-
noweth and Stephan (2011) and Stephan and Chenoweth (2008) along with work 
by Schock (2005) argue that strategic nonviolence is a more effective strategy when 
dissidents use it, as compared to violence, when challenging a state. Even when faced 
with a repressive state, possibly the critical driver of a civil war, the tactic of nonvio-
lence can lead to strategic success. Since nonviolence attracts greater international 
support and sympathy as well as domestic involvement (Chenoweth and Stephan 
2011), an increase in the use of this strategy could lead to larger reductions in civil 
war onsets while still allowing citizens to mobilize in the face of an unresponsive or 
repressive regime. In Tunisia, a pro-democracy, mainly nonviolent movement in 2011 
brought down the regime. While the dictatorship in Tunisia did not repress its citizens 
as much as other states in the region, other nonviolent movements from South Africa 
(1983–1990) to the Philippines (1983–1986) brought down more repressive dictators 
without civil war (Schock 2005). This interest in nonviolence is inherently linked to a 
more process-oriented approach. If dissidents can choose these various tactics and be 
met by different responses, then the state, then only thinking about the big bang of 
civil war, will miss many of the antecedents and drivers of the conflict.

Finally, as the need for predictive models grows, incorporating dissident and state 
interactions along with structural models is likely the most comprehensive approach 
to explaining the onset of civil war. The quantitative civil war literature rightly pointed 
analysts, journalists, and observers to weak or poor states. Beyond this sorting mecha-
nism, we still need to understand when these conflicts will develop to strengthen 
institutions and protect individuals. Early-warning models and prediction based on 
real-time data that deal with the interactions between the state and dissidents seemed 
highly unlikely a decade ago, but the reality is that this approach is both feasible and 
perhaps the best way to evaluate the factors that lead to civil war onset. For example, 
Jay Ulfelder, a political scientist and statistical modeler, developed an early-warning 
system paid for by the U.S. Holocaust Memorial Museum to provide policy makers 
with a predictive tool to head off these atrocities.26 These data and models can help 
resolve academic debates and also improve the human condition. While debates over 
how we best think about and model the problem of civil war sometimes seem abstract, 
the consequences, unfortunately, for many people in affected areas are all too real.



43

Ethnic and religious identities are entangled in most civil wars. By some accounts, 
as many as 64 percent of civil wars have been fought along ethnic lines in recent 
decades (Denny and Walter 2014; Themner and Wallensteen 2012). As we write in 
late 2014, a bloody sectarian war in Syria fought mainly between Alawis and Sun-
nis has spilled over the borders into Iraq and threatens Lebanon’s delicate sectarian 
politics. The explosive rise of the Islamic State in parts of Syria and Iraq demonstrates 
the potency of religious mobilization. Russia has annexed Crimea and intervened 
in Ukraine’s civil war in defense of ethnic Russians. In South Sudan, feuding elites 
have mobilized tribal militias and disaffected army elements, with much fighting 
on the ground pitting rival Nuer and Dinka ethnic groups. These cases underscore 
the prevalence of ethnic and religious conflict, reinforce popular beliefs about the 
prevalence of identity conflict, and suggest the limits of ethnic and religious accom-
modation in many societies. Indeed, approximately 14 percent of the ethnic minori-
ties in the world have been involved in significant violence against the state (Gurr 
1996; Fearon 2008).

Yet most ethnic groups in most places live without experiencing large-scale, orga-
nized ethnic violence (Fearon and Laitin 1996). Indeed, much research suggests that 
the entanglement of ethnic and religious identity in political violence and civil war 
is highly complex. Even civil wars viewed as “ethnic” or “religious” in character are 
fought in ways that complicate popular understandings of the role being played by 
such identities (Kalyvas 2003). For instance, in the wars engulfing Syria and Iraq, 
notwithstanding the zeal of Sunni Salafists and Shi’a and Alawite radicals on either 
side, alliances between armed groups and the regional governments backing them 
appear largely opportunistic in nature. In eastern Ukraine, the roots of the current 
conflict between Ukrainians and Russians are arguably more economic than ethnic 
(Zhukov 2014). And in South Sudan, the logic of violence is essentially material 
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rather than ethnic: “On the surface these appear to be ethnic conflicts, but that is a 
product of ethnic patronage that constitutes military units, not deep-rooted tribal 
animosities” (de Waal 2014: 362). Whereas most students would quickly point to 
ethnic identities as the main cause of civil war, the empirical findings are actually 
quite mixed.

Under what conditions are we likely to see violence organized around ethnic and 
religious cleavages, and what implications does this have for the dynamics of civil 
wars? We answer these questions by reviewing the voluminous literature on the 
identity dimensions of civil war.1 We first define our terms, noting controversies over 
fundamental concepts such as ethnicity, identity, and nationalism. The second sec-
tion then reviews what we think we know about the conditions under which identity 
matters for civil war, examining the role of identity in how wars begin, how they 
are fought, and how they end. We conclude by noting exciting directions for future 
research. While the findings are mixed and the mechanisms connecting identity to 
violence remain debated, the past three decades have seen considerable progress in 
our understanding of identity in civil wars.

ETHNIC AND RELIGIOUS  
IDENTITIES IN CIVIL WAR RESEARCH

The politics of identity came relatively late to the academic study of civil war. In 
1970, for example, a decade after the turn to identity politics in the social sciences, 
Ted Gurr’s path-breaking contribution Why Men Rebel made little direct reference to 
ethnic or religious identities. Literatures on political violence and social revolution, 
on one hand, and studies on ethnicity and nationalism, on the other hand, devel-
oped largely in parallel with each other. Only with Horowitz’s (1985) Ethnic Groups 
in Conflict did the two large literatures come together. In the following two decades 
(1985–2005), the number of articles dealing with ethnicity and nationalism in 
political science roughly quadrupled (Cederman 2012). Civil war has been a major 
focus of this literature, alongside other violent episodes such as riots, terrorism, mass 
killing and genocide, and state violence and repression.

Several factors converged to drive this interest in the confluence of identity politics 
and civil war. These included the realization that violence is a key impediment to 
development, which raised the profile of identity politics in economics and political 
economy. Another reason for the focus on ethnic conflict was the marked decline 
in interstate war that saw a number of international relations specialists turn their 
attention to “internal” conflicts. Events themselves were a major driver, in particular 
the breakup of the Soviet and Yugoslav states in a burst of ethno-nationalism, with 
shocking violence in the interrelated separatist and irredentist wars in Yugoslavia. 
This coincided with emergence of a number of failed states racked by identity con-
flicts and incidents of ethnically motivated violence and mass killings, especially the 
1994 Rwandan genocide.
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Similarly, interest in religious identity, a relatively neglected area of study aside 
from the debate sparked by Huntington’s Clash of Civilizations (1996),2 surged after 
the terrorist attacks of September 11, 2001. The emergence and persistence of reli-
giously inspired and organized insurgent groups in places such as Somalia, Kenya, 
Yemen, Nigeria, Chechnya, Syria, and Iraq has driven a renewed focus on religious 
identity. Despite echoes of a “clash of civilizations,” these conflicts arguably have 
their roots in parochial tribal rivalries and historical relations between center and pe-
riphery, rather than transnational conflict between religiously organized civilizations. 
The murkiness and complexity of these conflicts underscores the need to shed light 
on the particular identities and grievances entangled in these wars.

Much research has focused on problems of defining and operationalizing key 
terms such as identity, ethnicity and religion. An identity is a social category denoting 
“some fundamental and consequential sameness” in which an individual is eligible 
to be a member (Brubaker and Cooper 2000). Hale (2004) conceives of identity as 
a kind of “social radar” that provides individuals with a point of reference, allowing 
them to situate themselves within a wider group and understand how their member-
ship affects them in the social world, including relations with other groups.

Ethnic identity is correspondingly conceived as a subset of identities in which 
eligibility for membership is determined by attributes based on common descent 
(Horowitz 1985). A crucial property of these descent-based attributes is that they 
are both difficult to change in the short term and visible to other members of society 
(Chandra 2006). More specifically, “attributes associated with or believed to be as-
sociated with” ethnicity include

those acquired genetically (e.g., skin color, gender, hair type, eye color, height, and 
physical features), through cultural and historical inheritance (e.g., name, language, 
place of birth, and origin of one’s parents and ancestors), or in the course of one’s life-
time as markers of such an inheritance (e.g., last name or tribal markings). Attributes 
“believed to be associated with descent” are attributes around which a credible myth of 
association with descent has been woven, whether or not such an association exists in 
fact. (Chandra 2006: 400)

Following Horowitz (1985: 46) and Rogowski (1985), we can distinguish the 
“strength of ethnic markers” as a function of how recognizable they are and how 
costly they are to change. This leads to two expectations: first, the stronger the ethnic 
markers that distinguish members of a group from its rival, the more easily members 
of one group can be singled out for discriminatory treatment by the members of the 
rival group; and second, the stronger those markers, the less likely is assimilation and 
the more likely conflict between the groups.

Religious identity is sometimes synonymous with ethnicity but, conceived in 
terms of the strength of ethnic markers, is generally harder to identify (or easier to 
conceal) and less costly to change. For some groups, religious and ethnic identities 
may be more or less the same, as with Armenians who are overwhelmingly Arme-
nian Orthodox, or Ashkenazi Jews, whose ethnic identity is wrapped up in Judaism. 
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However, as Ashutosh Varshney notes, the distinction between ethnic and religious 
identity “becomes critical . . . when ethnicity and religion clash (East and West Paki-
stan before 1971, Kashmiri Hindus and Muslims, Irish Protestants and Catholics, 
black and white American Christians)” (Varshney 2009).

Thus, while religion is often an important feature of ethnicity, the two concepts 
are not synonymous. One way of thinking of religious identities as separate from na-
tional or ethnic identities is to emphasize the element of practices such as “sacrifice, 
prayer, meditation, pilgrimage, war, proselytization and charitable acts” (Toft 2011: 
674). Religious identities are thus rooted in

a system of practice and belief in the attainment of a beneficial personal or collective 
shift in existence (heaven, nirvana, paradise, salvation, ecstasy, transcendence, oneness, 
peace), by means of acting or not acting in specific ways which are constitutive of an 
established community practice, and for which empirical referents are either unnecessary 
or, indeed, anathema. (Toft 2011: 674)

Religion shares ethnicity’s descent-based character insofar as one is often born into 
a religious identity, though the intensity of religious identities are potentially tied to 
the extent one ceases to practice and believe in a way that ethnicity is not. We un-
derstand what it might mean to be a lapsed Catholic who no longer attends church, 
or nonobservant Muslim who does not pray and enjoys the occasional whiskey, or 
an atheist Jew who eats bacon and shellfish. The same individuals can have tightly 
overlapping ethnic identities as, say, Poles, Somalis, or Jewish Americans, but ethnic-
ity is not necessarily diminished by the same actions. Conversely, because ethnicity 
involves descent-based attributes, converting to Catholicism, Sunni Islam, or Juda-
ism, does not necessarily make one ethnically Polish, Somali, or American Jewish.

These definitions are not without their critics. As an analytic category, identity 
is “riddled with ambiguity, riven with contradictory meanings, and encumbered by 
reifying connotations,” so much so that some scholars propose dropping the term 
altogether (Brubaker and Cooper 2000: 34). Chandra has argued that many of the 
causal claims made for ethnicity in political science research concern properties that 
are not intrinsic to ethnic identity (2006). Such claims concern characteristics such 
as fixity, territorial concentration, dense social networks, cultural cohesiveness, or the 
emotional reactions that identities elicit, all of which vary across both ethnicities and 
other identity groups. Similarly, the relationship of clan, caste, tribal, sectarian, and 
linguistic identities to ethnicity, and of ethnicity to nationalism, remains contested 
(Calhoun 1993; Schatz 2013).

The ambiguity of identity complicates measurement and comparison, particularly 
in large-N datasets. Many arguments about ethnic identity stress the importance of 
diversity, with various measures aiming to capture polarization and fractionalization 
in a given population (Easterly and Levine 1997). Early measures of “ethno-linguis-
tic fractionalization,” or ELF, calculated a concentration index on the basis of Soviet 
ethnographic data collected in the 1960s and published in the Atlas Narodov Mira 
(1964).3 A number of studies using ELF found that both very homogenous societ-
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ies (with little to no diversity) and very diverse societies (where no single group can 
dominate the state easily) have a much lower risk of civil war. However, this measure 
has been much criticized as static and failing to account for the political salience 
of specific identities. Alternative measures emphasize different ways of calculating 
fractionalization or restricting which populations are included. For example, Fearon 
(2003) relies on linguistic difference to measure the overall diversity of a country. 
Posner (2004) offers an index of politically relevant ethnic groups (PREG) for forty-
two countries in Africa. Montalvo and Reynal-Querol (2005) create an index of 
ethnic polarization that measures how far the distribution of groups is from a bipolar 
distribution, which captures the maximum degree of polarization.

While ELF and its successors all capture ethnic (and sometimes religious) diver-
sity as a property of a country, another set of data projects centers on the ethnic or 
religious group as the central actor, rather than the state. Some of the earliest work 
to collect data about identity groups took place in the Minorities at Risk (MAR) 
project. While representing an important step in collecting data on groups at risk of 
rebellion, protest, or repression, the dataset effectively examined only a set of cases 
where identity already corresponded to mistreatment by the state, complicating 
testing against a wider set of ethnic groups not at risk. More recent data collection 
efforts, such as those behind the Ethnic Power Relations dataset, employ country 
expertise to capture the political relevance of different ethnic groups and patterns of 
horizontal inequality across them (Wimmer, Cederman, and Min 2009). This has 
also been paired with spatial modeling techniques to geographically reference iden-
tity groups. Thus, we now know much more about the geographic distribution of 
ethnic identity, even down to sub-ethnic segments defined by language and religion. 
This makes hypothesis testing possible on the basis of much more fine-grained data, 
enabling researchers to connect causal mechanisms to particular identity cleavages. 
Disaggregating among the elements of ethnic identity, for instance, one study finds 
that intrastate conflict is more likely within linguistic dyads than religious ones (Bor-
mann, Cederman, and Vogt 2015).

Academic debates over how to define and measure these concepts have real-
world relevance. One particular danger is that highly aggregated notions of identity 
shift from being categories of analysis employed by scholars to investigate social 
phenomena into categories of practice inherent in everyday social experience used 
by ordinary actors (Brubaker and Cooper 2000). By uncritically adopting certain 
identities as categories of analysis, scholars can reinforce and reproduce the efforts of 
political entrepreneurs who use ethnicity or religion as if they existed primordially 
and essentially, rather than as socially constructed categories—either as “invented 
traditions” (Hobsbawm and Ranger 1983) or “imagined communities” (Anderson 
1991). For instance, in the Soviet Union, designation of certain ethnic groups as 
“nations” entitled to varying degrees of institutional status, a practice reflecting 
prevailing nationalist thinking, arguably contributed to the USSR’s collapse through 
a series of national revolutions that led to still simmering civil wars (Bunce 1999; 
Beissinger 2002; Roeder 2007). Campbell (1998) argues that academic portrayals 
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of ethnic violence in Bosnia during the bloody civil war of 1992–1995 played into 
the hands of ethno-nationalists who sought to portray the coexistence of multiple 
national groups on Bosnia’s territory as unnatural and undesirable. Mahmood Mam-
dani (2010) makes a similar point about the way violence in Darfur was uncritically 
portrayed by the media and academics. Rather than viewing the war in Darfur as a 
messy insurgency involving communities with complex identities and histories, the 
violence was portrayed as a one-sided genocidal campaign pitting ethnic “Africans” 
versus “Arabs” in ways that sought to legitimate Western intervention (Seymour 
2014). In sum, the act of designating certain ethnic or religious communities as 
groups and making claims about the consequences of groupness calls for careful at-
tention, especially where violence is concerned (Brubaker 2004).

UNDER WHAT CONDITIONS AND HOW  
DOES IDENTITY MATTER IN CIVIL WARS?

Turning to explanations that situate identity in important civil war processes, we 
examine arguments examining ethnicity and religion in civil war onset, dynamics 
within wars, and their duration and termination. Taken together, this work makes 
a convincing case that identity is central to civil wars and political violence, but the 
causal connections are complex and often contingent.

Identity and the Causes of Civil Wars

Identity-based arguments have played an important role in explanations for how 
civil wars begin (see Young, chapter 2, this volume). Denny and Walter provide a 
useful summary of three key mechanisms linking ethnic identity to civil war: “Rebel 
movements are more likely to organize around ethnicity because ethnic groups are 
[1] more apt to be aggrieved, [2] better able to mobilize, and [3] more likely to face 
difficult bargaining challenges compared to other groups” (2014: 200). Following 
this insight, we focus on different theoretical propositions explaining how identity 
shapes patterns of grievance, mobilization, and bargaining behind the escalation to 
violent civil war.

For Horowitz (1985), ethnic conflict was rooted in the social psychology of group 
entitlements that evoked passions, anxieties, and apprehensions as rival groups 
contested their relative superiority within a state. “Ethnic conflict arises from the 
common evaluative significance accorded by the groups to acknowledged differences 
and then played out in public rituals of affirmation and contradiction” (1985: 227). 
Other authors make similar arguments linking ethnic grievances to contestation 
over the state or state-based discrimination (Gurr 1993; Gurr and Moore 1997). 
The social-psychological elements of Horowitz’s arguments rest on a view of ethnic-
ity rooted in kinship that, while fictive, is accepted by co-ethnics. This belief has 
particular relevance for how group members perceive threats. As Horowitz writes, “if 
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group members are potential kinsmen, a threat to any member of the group may be 
seen in somewhat the same light as a threat to the family” (1985: 65). The confla-
tion of ethnicity with kinship accounts for the increased probability and intensity 
of ethnic conflict in societies where political contestation becomes organized along 
ethnic lines.

Primordialist or essentialist arguments take this insight further, emphasizing the 
irrational psychological and emotional mechanisms behind the sense of kinship that 
pervades ethnically and religiously organized violence. As Connor argues, “people do 
not voluntarily die for things that are rational” (1994: 206). The symbols, poetry, 
songs, metaphors, and recurrent images behind ethnic appeals—“blood, family, 
brothers, sisters, mother, forefathers, ancestors, home”—tap into the sense of kinship 
that underlies ethnic and religious solidarities (Connor 1994; also Kaufman 2001). 
Structural changes can trigger emotional mechanisms of fear, hatred, and resentment 
that promote ethnic violence and conflict. Roger Petersen (2002) has taken this 
insight further in arguing that the same “ancient hatreds” many academics are quick 
to dismiss do in fact serve as “schema” that shape ethnic violence, with emotions 
catalyzing grievances and sustaining collective action (e.g., Petersen 2011; McDoom 
2012; Pearlman 2013).

An important alternative to arguments based on seemingly innate identity 
emphasizes instrumentalization, particularly by entrepreneurial elites who exploit 
ethnicity’s mobilizational advantages (Bates 1983). Against an essentialist view that 
identities endure and give rise to deep-seated grievances between groups compet-
ing for status, the instrumentalist argument portrays identity and the grievances 
to which it gives rise as malleable, or, at the extreme, even epiphenomenal. “Pure 
instrumentalists emphasize individual calculus in an identity marketplace in which 
ethnic entrepreneurs can create and sell new identity categories to willing buyers” 
(Sambanis and Shayo 2013: 299). The focus here shifts from the emotions and 
passions that ethno-nationalism and religion evoke to the strategic rationale behind 
promoting mobilization around particular identities according to self-interest. For 
example, V. P. Gagnon argues that “the violence in the former Yugoslavia was a strate-
gic policy chosen by elites who were confronted with political pluralism and popular 
mobilization” (2006: 7). Valentino (2000) makes a comparable argument about 
the elite calculus behind mass killing, arguing that events like the 1994 Rwandan 
genocide reflect brutal strategies designed to counter threats to leaders’ power and 
advance their interests. Another rationalist argument emphasizes that social mecha-
nisms of sanctioning within groups promote cooperation and mobilization without 
elite manipulation. An experiment in a poor neighborhood in Kampala, Uganda, for 
instance, found that “co-ethnics play cooperative equilibria, whereas non-co-ethnics 
do not,” and that “co-ethnics are more closely linked on social networks and thus 
plausibly better able to support cooperation through the threat of social sanction” 
(Habyarimana et al. 2007). Ethnicity is thus a potent cleavage around which to or-
ganize collective action because it is prone to manipulation from above and because 
ethnic homogeneity induces more cooperative behavior from below.
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A different set of perspectives downplay the role of identity altogether. A number 
of scholars have emphasized the degree to which group mobilization and individual 
participation in violence can instead be linked to opportunity. While ethnicity gives 
would-be rebels a stronger base of support from which to recruit, a social base in 
a particular identity is insufficient without the opportunity to rebel afforded by 
financing or state weakness. Many ethnic (and some religious) groups tend to be 
geographically concentrated, making the physical act of mobilizing easier (Gates 
2002; Toft 2003). Fearon and Laitin (2003) argue that state capacity is a key variable 
explaining rebellion. Insurgencies have the opportunity to mobilize in peripheral ar-
eas of weak state capacity with minimal police or military presence (see also Buhaug, 
Gates, and Lujala 2009). Others emphasize “greed” as a motive for rebellion (Collier 
and Hoeffler 2004), downplaying the role of grievances and emphasizing the gains 
to be had from lootable resources and diaspora funding that provide the key to fi-
nancing wars (Le Billon 2001; Ross 2004a, 2004b). Mueller (2000) shows that even 
the disputes commonly considered “ethnic” (Yugoslavia and Rwanda) include high 
levels of apparently opportunistic participation in violence by antisocial elements 
of society. The role of opportunity factors, broadly construed, rather than identity 
factors, has been borne out in empirical work on civil war. “Cross national statistical 
studies find surprisingly few differences between the determinants of civil war onset 
in general, versus ‘ethnic’ civil wars in particular” (Fearon 2008, 857–58). However, 
a series of studies have presented counterevidence to this. For example, Hegre and 
Sambanis (2006) find that identity is associated with conflict at lower levels of armed 
conflict than are often used to test this empirically.

Another set of explanations for conflict outbreak and perseverance focus on the 
bargaining process from a rationalist perspective, observing the escalation to civil 
war as an outcome of a failure to achieve an ex ante settlement (Powell 2006; Walter 
2002, 2009b). War, in this view, is “inefficient” in the sense that the costs incurred 
could be avoided through a negotiated compromise (Fearon 1995). Such arguments 
focus on the multiple ways states and ethnic groups are constrained in their ability 
to reach a negotiated agreement, which leads them into violent conflict. One insight 
is that a government has an incentive not to make concessions to one group if doing 
so exacerbates problems elsewhere by provoking similar demands by other groups 
(Toft 2003; Walter 2006). Cunningham and Weidmann (2010), for instance, show 
that local ethnic heterogeneity creates incentives for ethnic groups to oppose accom-
modation of others. In ethnically diverse localities dominated by one group, those 
excluded are more likely to resort to violence against a state that is constrained in its 
ability to mitigate their grievances. A related insight focuses on problems of “issue 
indivisibility” as ethnic groups construct claims to territory that make concessions 
difficult (Hassner 2003; Goddard 2006; Toft 2006). Ethnic identity and its associ-
ated political demands, unlike territory or income, tends to resist “splitting the dif-
ference” to reach a mutually acceptable bargain. Monica Toft (2006), for instance, 
shows how this worked to lead to war in Chechnya. The Russian government’s fear 
of creating a precedent by bargaining over autonomy for Chechnya—not unfounded 
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given the many other potential separatist groups on its territory—interacted with 
Chechens’ refusal to concede on the issue of independence to collapse the bargain-
ing space for a negotiated settlement that would have prevented war. Finally, cred-
ible commitment insights suggest that when engaged in a dispute with the state, the 
stability of group identity, paired with a history of grievance, can inhibit both states 
and ethnic rebels from making credible promises not to fight or abuse power again 
(Denny and Walter 2014).

Rather than thinking that explanations emphasizing grievance, opportunity, or 
bargaining failure are mutually exclusive, recent work tends to bridge these disparate 
explanations. Cederman, Wimmer, and Min (2010), for instance, put ethnic griev-
ances alongside considerations of the military and economic feasibility of rebellion. 
Their account of the roots of ethnic grievance looks at differences in how states 
include or exclude ethnic groups from state power (see also Cederman, Gleditsch, 
and Buhaug 2013). Grievance is not immutably linked to ethnic or religious identity, 
but often develops and perseveres along those lines through political processes of 
exclusion and repression. The systematic marginalization of particular ethnic groups 
from the center of the state and the downgrading of ethnic groups removed from 
central power create conditions for violent mobilization when the group is relatively 
large. Sambanis and Shayo (2013) argue that while ethnic identities are socially con-
structed, historical and contemporary ethnic polarization is also an important part 
of the explanation for ethnic polarization and conflict driven by often small groups 
of radicals. Ellingsen (2000) examines heterogeneity in a number of ways, including 
the size of the largest group, the number of groups, and the size of the largest minor-
ity. While ethnic heterogeneity can promote conflict, she finds an even greater role 
played by political institutions and socioeconomic factors. These and other studies 
point toward integrated explanations and mark an important advance in our under-
standing of the role of identity factors in the causes of civil war.

Identity and Wartime Dynamics

Identity is an important factor in the risk of civil war onset that also shapes how wars 
are fought. Identities, in turn, are forged and transformed through wartime violence. 
Recent work has therefore sought to put wartime processes at the center of civil war 
research, much of which has traditionally focused on either how wars begin or how 
they end (e.g., Wood 2008). We briefly survey research highlighting a number of im-
portant processes linking identity to patterns of cohesion and fragmentation, civilian 
victimization and patterns of violence, recruitment and participation, and transna-
tional processes. Together, this work tells us much about identity politics in wartime.

Early work applying the security dilemma to ethnic conflict noted how ethnic 
identity facilitated cohesion among co-ethnics and increased the probability of violent 
escalation. Ethnic and religious identities provide cohesive social bases for recruiting 
combatants and maintaining their allegiances (Gates 2002). Group cohesion, in turn, 
increases perceptions of vulnerability in neighboring ethnic groups. In an influential 
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article, Barry Posen (1993) argued that the anarchy that followed the collapse of the 
Soviet Union and Yugoslavia resembled the security dilemma in international rela-
tions: preparations one ethnic group makes for its defense are perceived as threatening 
by others who fear these measures are offensive (particularly when there is a history 
of ethnic conflict), settlement patterns create incentives for ethnic cleansing, and 
windows of opportunity arise in the wake of state collapse. Chaim Kaufmann (1996) 
similarly argues that violence itself “hardens” ethnic identities in ways that promote 
ethnic cohesion, echoing a number of authors who provide explanations for the me-
chanics and effects of identity polarization (Kuran 1998; McDoom 2012).

Yet group cohesion may not always promote conflict. Fearon and Laitin (1996) 
suggest that in-group policing of deviant behavior within ethnic groups helps 
maintain cooperation across groups. Varshney (2001) shows that variation in social 
structure—whether dense civic networks are intercommunal rather than intracom-
munal—explains variation in the ability of Indian Hindu and Muslim communities 
to live together peacefully in some places but not others.

Kalyvas (2003, 2006) calls to question the centrality of “supralocal” identities in 
civil war, arguing that violence at the local level is often unrelated to overarching 
identity cleavages. “[W]e label political actors in ethnic civil wars as ethnic actors, 
the violence of ethnic wars as ethnic violence, and so on. Yet such characterization 
turns out to be trickier than anticipated, because civil wars usually entail a perplex-
ing combination of identities and action” (Kalyvas 2003: 476). Drawing attention 
to endogenous processes of revenge and protection seeking, and the ways that local 
conflicts promote alliances with more powerful outside actors, Kalyvas notes that 
one finds fluid, fragmented alliances across identity cleavages rather than cohesive 
identity groups.

Other work demonstrates the weakness of ethnic identity in sustaining collec-
tive action. Even as ethnic and religious cleavages structure prominent incompat-
ibilities at the macro level, there are important micro- and meso-level dynamics of 
contention and fragmentation within identity communities as rival organizations 
compete for representation, legitimacy and hegemony (Pearlman 2011; Lawrence 
2013; Krause 2013). Cunningham (2014), for example, demonstrates that internal 
fragmentation in movements of self-determination is common. Bakke, Cunningham 
and Seymour (2012; also Bakke et al. 2012; Seymour et al. 2016) argue that frag-
mentation promotes violent conflict among co-ethnic factions and against co-ethnic 
civilian populations—think, for instance, of the fighting between Iraq’s Kurds dur-
ing the 1990s, or between Hamas and Fatah over the last decade. Staniland (2012, 
2014) links societal structure to the organizational structure of rebels representing 
them, demonstrating that many armed groups are susceptible to state strategies to 
“flip” factions against their co-ethnics in counterinsurgency. In her study of alliance 
formation in Bosnia and Afghanistan, Christia (2012) demonstrates how the tenu-
ous loyalty of fighters on the same “side” can be altered by wartime shifts in power.

The identity dimensions of violence against civilians have been an important line 
of investigation. Some research finds little connection between ethnicity and civilian 
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victimization generally (Valentino, Huth and Balch-Lindsay 2004; Wood 2010), 
despite ample case studies suggesting the centrality of identity cleavages. Quantita-
tive studies of conflict in ethnically fractionalized societies, for instance, find little 
evidence that ethnic polarization leads to more intense violence against civilians 
(Querido 2009). Others, however, drawing on disaggregated data, find some support 
for the notion that ethnic divisions promote more intense violence against civilians, 
whether through the interaction of macro-territorial motives that promote ethnic 
cleansing with micro-level polarization (Weidmann 2011), or through strategic in-
centives to target the civilian supporters of ethnic adversaries (Fjelde and Hultman 
2014).

Civil war scholarship has been late to acknowledge the gendered dimensions of 
violence, especially sexual violence (see Melander, chapter 12, this volume). In exam-
ining the impact of civil wars on men and women, for instance, Plümper and Neu-
mayer (2006) find that the adverse effects of conflict are notably higher for women 
than men in ethnic wars. Novel cross-national data on patterns of sexual violence re-
veal that ethnicity is the most common form of targeting choice, particularly for state 
militaries that commit most incidents of sexual violence (Cohen and Nordås 2014). 
Rape arguably follows from leaders’ decisions to commit sexual violence against 
targeted ethnic groups, which can sometimes have a strategic dimension in identity 
wars (Wood 2006a). Far from being inevitable, however, wartime rape occurs when 
organizational norms and indiscipline allow combatants to do so, implying that it 
can also be stopped or limited (Wood 2009).

Another important line of research looks at how ethnic and religious identity 
shapes recruitment and participation patterns in civil war. Much of this work pro-
ceeds from the collective action problem facing rebels. Given the potentially high 
costs of participation in rebellion in pursuit of collective goods, we should see much 
free riding as rational individuals forgo the costs of participation (Moore 1995a; 
Lichbach 1995). From this perspective, the density of identity networks helps rebels 
solve the collective action problem through in-group policing and monitoring and 
sustains high-risk mobilization by rooting participation in quotidian social networks 
(Parkinson 2013). Groups with political agendas and social resources rooted in eth-
nic or religious identities are likely to behave differently. Jeremy Weinstein (2006) 
notes that groups with variable complements of resources will generate different 
types of rebellion, with economic endowments promoting opportunistic joiners, and 
social endowments such as ethnic and religious identities bolstering activist recruit-
ment and participation. Yet there is nothing inevitable about ethnic conflict becom-
ing “ethnic war,” in which combatants recruit through ethnic networks, rather than 
irregular war, where violence is organized across ethnic lines (Kalyvas and Kocher 
2007a). Many conflicts are marked by “ethnic defection” as co-ethnics are recruited 
by both insurgent and counterinsurgent armies and fight one another (Kalyvas 2008; 
Lyall 2010a; Staniland 2012; Seymour 2014b). This suggests a far more complex 
relationship between identity and participation in civil wars and violent acts taking 
place in the context of such wars.
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Another important debate concerns how identity shapes the transnationalization 
and internationalization of civil war through mechanisms of diffusion (see Forsberg, 
chapter 5, this volume). Identity shapes how states and citizens react to both civil wars 
abroad and potentially rebellious minorities at home through several mechanisms. 
Domestic politics provides incentives to support ethnic kin entangled in foreign 
wars when their constituents share ethnicities with warring groups (Saideman 2002). 
Conversely, a state’s external relations also influence how it treats unassimilated ethnic 
groups domestically (Jenne 2007). States are more likely to assimilate identity groups 
associated with their rivals, for instance, potentially triggering conflict (Mylonas 2012). 
Beyond states, recent research has looked at the identity politics behind non-state ac-
tors and civil war, whether refugee communities (Salehyan 2006, 2011), transbound-
ary ethnic groups (Gleditsch 2007; Cederman et al. 2013; Forsberg 2008, 2014), or 
foreign fighters motivated to defend the transnational communities with which they 
identify (Hegghammer 2013; Malet 2013; Bakke 2014).

Identity and Ending Civil Wars

Scholars have also debated the role of identity on how to end civil wars, and re-
lated questions around civil war duration and recurrence. Insofar as ethnicity makes 
mobilization more likely and bargaining to resolve a dispute more difficult, factors 
associated with ethnicity are argued to increase war duration. Several studies have 
found this to be the case (Balch-Lindsay and Enterline 2000; de Rouen and Sobek 
2004), with examples including multiple protracted civil wars in Myanmar, many 
dating back to independence in 1948. Montalvo and Reynal-Querol (2005) show a 
correlation between ethnic polarization and longer civil wars, for example. Others 
suggest that the relationship is nonlinear, that countries with a moderate degree of 
ethnic fractionalization have the longest wars because these are likely characterized 
by several distinct but large ethnic groups that can maintain cohesion vis-à-vis one 
another (Collier and Hoeffler 2004). Another set of studies sees important interven-
ing variables between ethnicity and war duration. Cunningham et al. (2009) find 
that greater ethnic fractionalization is associated with shorter wars when we take into 
consideration a number of other characteristics of the rebel groups ignored in other 
studies. Another study suggests that institutions mediate the effects of ethnicity on 
civil war duration, as the politicization of identity backfires on governments unable 
to accept settlements to end protracted conflicts (Wucherpfennig et al. 2012).

Though religion has been studied less frequently in the quantitative literature, 
there are reasons to believe that religious conflicts are longer and harder to resolve 
because of the challenges posed by bargaining over sacred spaces or other seemingly 
indivisible issues. Ron Hassner argues that “conflicts over sacred space are a pervasive 
and global phenomenon” and that there are a variety of ways that they contribute 
to the outbreak and maintenance of conflict (2003: 4). Monica Toft (2003) furthers 
this logic, suggesting that nationalist homelands as well as religious belief can create 
indivisibility by changing the way people think about their own time-horizons and 
increase the value of seemingly insignificant territory (see also Goddard 2006).



 Identity Issues and Civil War 55

The question of how to manage the challenges of ethnicity in the post-conflict 
phase has also generated robust debate. Arend Lijphart’s (1977) work on power shar-
ing offered an institutional response to bargaining and commitment challenges ethnic 
groups face by advocating a system in which each minority has a veto and a degree of 
political autonomy. The “consociational” model Liphart advocated, which emphasizes 
the cooperation of elites from different organized groups to promote stability and de-
mocracy while avoiding violence, has met with criticism (e.g., Roeder and Rothchild 
2005; Horowitz 2014). Indeed, a vibrant debate has emerged over the prospects for 
different types of power sharing to end ongoing civil wars, prevent their recurrence, 
and forestall civil wars in countries susceptible to violence. Recent work has empha-
sized various types of institutional arrangement related to power sharing across ethnic 
and religious groups, such as territorial, political, and security sector power sharing, 
different electoral arrangements, or autonomy and federalism (e.g., Hartzell and Hod-
die 2015; Cammet and Malesky 2012; Erk and Anderson 2013). Within this debate, 
scholars highlight concerns about the potential for institutional responses to identity 
conflict to exacerbate divisions, harden boundaries between groups, and ultimately 
limit the ability of individuals to exercise basic democratic principles in systems that 
reify ethnic or religious divisions (cf. Roeder and Rothchild 2005).

Donald Horowitz, in a bleak review of the challenges ethnic divisions pose to in-
terethnic power sharing, argues that “many states that need conciliatory institutions 
will not get them; others will not keep them if majorities are able to break out of 
them; and still others will not change them when stalemate indicates that change is 
necessary” (2014: 18). Pessimism over the prospects for reconciling divided ethno-
nationalist and religious groups is mirrored in work on partition and secession as a 
solution to protracted violence. Some scholars advocate partition along ethnic lines 
as a last resort to identity conflicts, rooted in the insights of the security dilemma 
and primordialist views of identity. Partition, some argue, is the only way to separate 
warring groups into consolidated, defensible enclaves (e.g., Kaufmann 1996, 1998; 
Mearsheimer and Van Evera 1995). The theory has been criticized on empirical, 
pragmatic and ethical grounds (e.g., Sambanis and Schulhofer-Wohl 2009; Jenne 
2012). Moving away from a primordialist reading of deeply rooted group hatreds 
driving conflict suggests different prescriptions. If, for instance, we believe in the 
malleability of intergroup cleavages and the ability to alter identities and their po-
litical salience, warring communities no longer have to be forcibly separated in the 
interests of peace. In sum, much of what we think about the conditions under which 
partition or power sharing are likely to succeed hinge on theoretical and empirical 
findings about the nature of identity itself.

CONCLUSION

While studies of identity divisions and civil war have made important strides in the past 
three decades, there is clearly much more work to be done. By way of conclusion, we 
chart several exciting avenues for future research, including interdisciplinarity; improved 
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research designs, methods, and access to comparative data; unpacking identity politics; 
and theoretically integrated explanation.

First, while contemporary social science has been slow to study ethnicity and 
religion, identity is now a key conceptual category in political science, anthropol-
ogy, economics, sociology, and history. There are promising avenues for connecting 
related research across these fields (Kanbur, Rajaram, and Varshney 2011). Recent 
studies demonstrate how political scientists can meaningfully engage questions of 
identity through theories and concepts from history (Mylonas 2012; Lawrence 
2013), anthropology (Parkinson 2013; Autesserre 2014), sociology (Staniland 
2014), economics (Bazzi and Blattman 2014), criminology (Skarbek 2014), and 
psychology (Pearlman 2013). Complementarities between fields, both theoretical 
and methodological, promise to advance our understanding of identity divisions. 
Political science, located between the deductive push of economics and the inductive 
focus of anthropology, and between society, markets, and the state, is well positioned 
to take advantage of insights from other disciplines.

Second, reflecting the influence of other fields, the study of identity and civil war 
has seen important advances in research design, methods, and data. Comparative 
case studies have become much richer, often informed by original data collection 
and mixed methods that build on extended fieldwork (e.g., Christia 2012; Driscoll 
2012). The study of civil war has seen the increasing use of experiments, including 
field experiments, to improve the barriers to causal inference in violent, data-poor 
settings (Habyarimana, Humphreys, and Posner 2011; Fearon, Humphreys, and 
Weinstein 2009; Voors et al. 2009; Lyall, Blair, and Imai 2013; McCauley 2014). 
Large-N work has similarly improved with the refinement and disaggregation of 
data and better modeling techniques. Researchers can now look beyond aggregated 
country-level data into much more fine-grained phenomena, including ethnic power 
relations through the EPR-ETH dataset (Wimmer et al. 2009), geocoded civil wars 
data including ethnic settlement patterns through UCDP/PRIO GeoEPR, geocoded 
conflict events (UCDP Geo-referenced Events and ACLED), and even alternative 
strategies to war such as nonviolent campaigns for political change in NAVCO 
2.0 (Chenoweth and Lewis 2013). An important next step is data collection at the 
organizational level below the level of “ethnic” and “religious” identity groups, with 
several projects already underway (Asal et al. 2008, D. Cunningham et al. 2013).

Third, while ethnicity has been the focus to date, the renewed prevalence of 
religious, linguistic, sectarian, tribal, clan, and kinship identities promises to be an 
exciting avenue of research. These identities, as much or more than ethnic ones, are 
at the center of protracted conflicts unfolding in Libya, Syria, Iraq, Afghanistan, 
and Somalia (Ahmed 2013). By only focusing on ethnic or religious cleavages, exist-
ing studies often ignore other important cleavages (Selway 2011). Whereas ethnic 
groups are hierarchically ordered, bounded units, other forms of social organization, 
such as tribal or clan identities, are relatively relational and situate shifting groups 
within more fluid social orders marked by the ability of conflict to scale up or down 
segmented lineages.
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Finally, and in closing, after over three decades of research, the micro-foundations 
of identity-based conflict are still unclear (Blattman and Miguel 2010; Sambanis and 
Shayo 2013). Advances into our understanding of identification, identity mobiliza-
tion, and processes of ethnification and increasing religiosity in conflict are likely to 
be made at the intersection of the theories surveyed above. Individuals are obviously 
self-interested, but at the same time also care about co-ethnics and co-religionists; 
instrumental rationality can be in tension with bounded and value rationality; iden-
tities change and identity repertoires shift, but slowly and within limits.

Scholars have spent decades exploring the role of identity in conflict and, while 
a great deal of progress has been made, this work has also generated new areas of 
inquiry. Though versions of the “ancient hatreds” thesis are still prevalent in public 
discourse and consciousness (including among our students), research has shown 
that the realities are far more complex. While there was little empirical support for 
the links between ethnicity and civil war in early cross-national studies, improved 
data and indicators are revealing the important role of ethnic and religious inequali-
ties in sparking violence. In answering foundational questions—such as why people 
rebel, why ethno-nationalism is apparently so conducive to violence, or why ethnic 
and religious conflicts are so difficult to resolve—we now have a set of compelling 
answers, or at least an emerging consensus on the answers, driven by theoretical, em-
pirical and methodological advances in the study of violence. A series of important 
new questions has also emerged along the way, particularly questions concerning the 
dynamics of conflict and violence, promising important insights in future research.
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The state plays an active role in whether civil war occurs. Skocpol (1979; see also 
Sobek 2010) concludes that when faced with a dissident challenge, the state can 
respond with repression or accommodation.1 In this regard, states vary in terms of 
their ability to respond with military force or to seek accommodation. The state has 
various tools at its disposal when faced with armed domestic unrest, including broad 
decisions about whether to engage in accommodation (e.g., providing health service, 
sharing power with other groups) or coercion (e.g., repressing citizens with military 
force, denying groups the right to vote). The state’s willingness to select these strate-
gies depends on its strength, or what is often called state capacity. State capacity is 
a widely used term that is sometimes ambiguously defined. We adopt an intuitive 
definition (based on Arnold 1989 and used in DeRouen et al. 2010) as the state’s 
ability to accomplish those goals it pursues, possibly in the face of resistance by ac-
tors within the state. Capacity is different from power in that in order to implement 
power, a state needs capacity. Put differently, capacity is a latent form of power.

Capacity is an important political concept in a number of ways; for instance state 
capacity is necessary for:

•  A large state army (coercive): A large government army has the capacity to main-
tain a monopoly of violence and to patrol all of the country’s territory (Good-
win and Skocpol 1989; see also DeRouen and Goldfinch 2012).

•  Effective service delivery (accommodative): Improving service delivery is a key step 
in achieving the Millennium Development Goals (MDGs) (World Health Or-
ganization 2016; see also Goldfinch, DeRouen, and Pospieszna 2013). Service 
delivery in health, for example, includes MDGs of lowering child and maternal 
mortality in the developing world (World Health Organization 2008).
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•  The implementation of peace agreements (accommodative): This is another com-
mon feature of civil wars in the developing world and typically rests with the 
state (DeRouen et al. 2010). A state lacking bureaucratic and security capac-
ity will not readily be able to implement far-reaching peace agreements such 
as power sharing, constitutional reform, democratization, decentralization of 
authority, and others.

•  Public sector reform (accommodative): The neo-liberal good governance (GG) 
model of public sector reform relies upon the principle of state capacity. The 
GG agenda entails, for example, training public servants, control of corrup-
tion, maintaining and accounting for state assets, and tax revenue collection 
(Brinkerhoff 2005; Goldfinch, DeRouen and Pospieszna 2013). A state with 
low capacity along these dimensions could likely face challenges from armed 
insurgents.

Of course, the state is more than simply capacity in that the form of governance 
(e.g., democratic or autocratic) matters as well. In addition, the notion that the state 
is more than simply an arena in which actors compete is implicit in the contention 
that the form and degree of governance matter. The state is an actor (Skocpol, Evans, 
and Rueschemeyer 1985) that attempts to alter the outcomes of the political process 
in its favor.

This chapter takes a broad look at these concepts and the correlations that exist 
between state capacity, regime type, and civil war onset and outcomes. The chapter is 
organized as follows. First, we briefly discuss the concept of state capacity and iden-
tify the key empirical findings on the weak state–civil war connection. In addition 
to the role state capacity plays in civil war onset, we discuss the relevance of capacity 
to peace agreement implementation and civil war recurrence.

WEAK STATES AND CIVIL WAR2

This section reviews research on the weak state–civil war connection and identifies 
the dimensions of state capacity and what practices of weak states make nations 
more susceptible to civil war. We discuss the role of state capacity in both civil war 
onset and recurrence. From a broader theoretical perspective, this literature implies 
a role for the state that previous literature has left out. In particular, states have the 
ability to alter the risk of civil violence by their choices to coerce, accommodate, or 
do nothing.

Civil War Onset

Fearon and Laitin (2003) identify specific factors that can increase a state’s vulner-
ability to insurgency. Rough terrain provides the insurgents an opportunity for cover 
to hide from the army. Fearon and Laitin contend that because rough terrain such 
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as mountains or forests give the rebels a chance to regroup and offer protection, this 
factor increases the likelihood of civil war. Of course, rough terrain is largely outside 
the control of governments and as such, does not directly reflect the endogenous 
capacity of state institutions, but rough terrain can certainly degrade the ability of 
the state to act at a distance by increasing the cost and difficulty in travel.

A second factor that increases a state’s vulnerability to insurgency is its power mea-
sured in terms of political and economic dimensions. Better equipped government 
armies can arguably prevent an insurgency from getting off the ground by utilizing 
coercion or repression early in the process. A country that is unstable politically 
also gives potential rebels the impression that an insurgency could succeed (see also 
DeRouen and Goldfinch 2012). The authors proxy economic power with GDP per 
capita. Fearon and Laitin (2003: 80) posit that GDP per capita has a negative effect 
on civil war onset because it captures the effectiveness of the state bureaucracy— 
including military, police, and administrative—and financial standing. Higher GDP 
per capita will also translate into better control of the state and a transportation 
network that effectively serves the entire nation. Unlike rough terrain, state power 
can be considered a better measure of state capacity as state actions can increase or 
decrease this value.

A third factor is the presence of a supportive rural base. If there is such a base that 
the rebels can exploit for food, shelter, and recruits, the insurgent army will be able 
to grow and prosper. The Cuban rebels used this feature to their advantage during 
their revolution. This indicator correlates with state capacity because a strong state 
will control peripheral populations, lest they fall under the influence of the rebels. 
In other words, high state capacity implies the state has administrative, political, and 
security control over all of its territory.

DeRouen and Sobek (2004) analyze the role state capacity plays in civil war 
outcomes. They hypothesize that high state capacity will undermine the probability 
of a rebel military victory. Their findings from multinomial logit models indicate 
that an effective bureaucracy staves off rebel victory, while as the size of the govern-
ment army increases, the probability of the war continuing decreases and minimally 
increases the chances of a government victory. Democracy has no statistically sig-
nificant effect on civil war outcomes. On the whole, state capacity does not have 
an overwhelmingly clear effect on civil war outcome beyond the finding that a state 
with an effective bureaucracy makes it harder for rebels to win militarily.

WHAT IS STATE CAPACITY?

While state capacity is to a certain extent an intuitive factor that can affect the onset 
and duration of civil conflicts, it can be difficult to operationalize. On one hand, 
measuring entails a critical assessment of relative strengths and weaknesses of alter-
native definitions of state capacity. Indicators such as income or infant mortality 
rate can be criticized on the grounds they do not directly reflect the state’s ability to 
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administer all of its territory, maintain a monopoly on the use of force, or deliver 
services. Below we describe some of the more recent empirical studies on the mea-
surement of capacity measured at the state level.

MULTIDIMENSIONALITY AND THE  
ABILITY OF THE STATE TO EXTRACT

A number of studies have linked state capacity to civil war. Among the most promi-
nent of these is Fearon and Laitin’s (2003) work on the opportunity model (also 
known as the insurgency model) and civil war. The authors report that weak state ca-
pacity, measured as GDP per capita, plays a strong role in providing opportunity for 
rebellion. In other words, a weak state cannot prevent insurgencies from forming.3

But it is perhaps an oversimplification to measure state capacity with only one 
indicator. Hendrix (2010) uses fifteen measures to measure state capacity and ar-
gues these measures should not be considered in isolation as they cluster in distinct 
patterns. This is confirmed in a factor analysis. He demonstrates that state capacity 
is expressed in three dimensions: bureaucratic and administrative capacity, rentier- 
autocraticness, and neopatrimoniality. The bureaucratic and administrative dimen-
sion ranges from high-functioning democracies to bureaucratically weak autocra-
cies. The second dimension is captured by a spectrum ranging from autocratic 
rentier states (states that receive a significant portion of their revenue from natural 
resources such as oil) that are successful in collecting revenue, to low-revenue and 
resource-poor states at the low end of the scale. The spectrum for the third dimen-
sion, neopatrimoniality, covers ground between states whose monarchs receive direct 
gain from natural resources (Hendrix lists Bahrain, Oman, and Kuwait as examples) 
with a low end on the spectrum that has no readily identifiable pattern (Hendrix 
2010: 282). The author finds little evidence that size of government military is an 
important component of state capacity. Hendrix concludes state capacity should be 
treated as a multidimensional construct.

Ultimately, bureaucratic quality (see DeRouen and Sobek 2004) and total taxes 
as percentage of the state’s gross domestic product (GDP) are suitable for empirical 
studies as they capture the three dimensions identified in the factor analysis (Hendrix 
2010: 283). This indicates that state capacity may not be a single concept but a clus-
ter of various dimensions, and the choice of measurement needs to be theory driven.

DeRouen and Goldfinch (2012) portray state capacity as the ability to conduct 
basic functions. Revenue extraction, for example, requires an effective bureaucracy to 
organize tax rolls, process tax payments, and punish those who do not pay their taxes. 
Those who pay taxes expect efficient service delivery from government. If the gov-
ernment does not extract revenue from the people and instead substitutes lucrative 
mineral lease payments, the social contract is undermined (e.g., Nigeria or Angola). 
Because leaders do not rely on taxes from the population, they are less accountable 
to the electorate.4 Instead, corrupt leaders can share mineral wealth with a certain 
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inner core of elites who, in return, help those leaders retain power. As a consequence, 
political leaders do not pursue legitimacy through the social contract, whereby they 
provide the general population with benefits in return for their political support.

To proxy revenue extraction DeRouen and Goldfinch (2012) use the variable 
“revenue excluding grants as percentage of GDP” to capture state capacity through 
revenue extraction. Specifically, the variable captures revenue extracted as “taxes, so-
cial contributions, fines, fees, rent and income from sales of property.” This measure 
is taken from the United Nations (UNDATA, various years).

BUREAUCRACY AND GOVERNANCE MEASURES

Public goods provision is another indicator of capacity related to effective bureau-
cracy (DeRouen and Goldfinch 2012). These measures are proxied with state social 
spending. In particular, the authors use government spending on education as a per-
centage of GDP from the World Bank (various years) to proxy both social spending 
and public goods. The authors report that both (lagged) measures of state capacity 
enhance state stability.

In a related study of public sector performance, Goldfinch, DeRouen, and 
Pospieszna (2013: 55; see also Goldfinch and DeRouen 2014) derive a measure 
of the developing state’s ability to implement public service sector reforms. One 
component of this index is state capacity operationalized using both income per 
capita and regulatory quality data. A second component is government effectiveness 
measured as the quality and competence of government bureaucracy. This variable is 
from the World Bank and is composed of perceptions of the civil and public services, 
the degree of its independence, and the ability of the government to formulate and 
implement policy (Kaufmann, Kraay, and Mastruzzi 2010) determined by expert 
assessment.

Clague et al. (1999) use contract-intensive money (CIM), a measure of the 
amount of currency in the form of contracts and promissory notes, to proxy state 
capacity. CIM captures “the enforceability of contracts and the security of property 
rights” (Fjelde and de Soysa 2009: 12; quoted from Clague et al. 1999). State ca-
pacity is required to perform these functions. Fjelde and de Soysa 2009) find CIM 
reduces the risk of civil war. They test two other measures of state capacity: relative 
political capacity (RPC) and government expenditures as a percentage of GDP. RPC 
proxies the state’s ability to extract resources (in this case, taxes). Government ex-
penditure is an indicator of the share of wealth in the hands of the state. The latter 
two measures are also associated with a lower risk of civil war. Taken together, each 
of these measures helps form a multifaceted understanding of state capacity and how 
it contributes to peace.

Fearon (2010) also points to the relevance of governance measures as predictors of 
civil war onset (see also Taydas and Peksen 2007). He discusses the connections be-
tween corruption, rule of law, political stability, regulatory quality, and civil war. In 
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general, good scores on these governance indicators correlate with a reduced risk of 
civil war. He cautions that income typically correlates strongly with these measures. 
Further, endogeneity cannot be ruled out when using governance data (civil war may 
lead to an inference that governance is bad). Fearon does not state it explicitly, but 
we consider effective governance to be emblematic of state capacity.

Goodwin and Skocpol (1989) discuss the role of democracy, size of government 
army, and bureaucratic effectiveness in explaining revolutionary civil war. A demo-
cratic state would be expected to prevent a civil war from breaking out in the first 
place. Democratic regimes are expected to have fewer citizens willing to carry out 
acts of violence as they are designed to allow peaceful dispute resolution. A large 
army can better patrol the entire country and prevent potential rebels from taking 
advantage of safe havens. An effective bureaucracy is able to provide effective service 
delivery that meets the needs of the people. The presence of a strong bureaucracy 
means police, education, health care, and other service delivery capacity. These three 
indicators of capacity identified by Goodwin and Skocpol can also be applied to civil 
war outcome and duration as DeRouen and Sobek (2004) do in their study men-
tioned in the previous section. A bureaucracy is effective when there is an established 
process free of political pressure for recruiting and training bureaucrats. An effective 
bureaucracy also provides basic services.

Composite Index of National Capability (CINC) scores provide another means of 
measuring state capacity. These scores are based on the annual values for total popu-
lation, urban population, iron and steel production, energy consumption, military 
personnel, and military expenditures (Singer, Bremer and Stuckey 1972). DeRouen 
et al. (2010) use these scores as a robustness measure in their exploration of civil war 
peace agreement implementation. CINC scores appear to be more consistent over 
time than does income.

No consideration of capacity would be complete without a consideration of natu-
ral resources. Thies (2010) posits that natural resource dependence, civil war onset, 
and state capacity should be modeled in a simultaneous system to avoid endogeneity. 
State capacity can be enhanced by natural resources, but an overreliance on natural 
resources rents can diminish capacity. A dependence upon natural resource rents 
increases the probability of civil war. Finally, state capacity can deter civil war but, 
when lacking, might increase the odds of civil war onset.

Thies (2010) measures capacity with three fiscal indicators (325–26): the amount 
of a society’s resources consumed by government, a state’s tax revenue as a percentage 
of GDP, and strength of the state relative to states with similar levels of resources 
and development. He reports that state capacity does not systematically lead to civil 
war, but if war breaks out, it will undermine future state capacity. Natural resources 
increase capacity, but do not increase the probability of civil war.

Thus, there are a number of ways to measure state capacity. In the end, researchers 
should choose a measure based on theory and not convenience. For example, studies 
of civil war victory might well use CINC data, while research on peacebuilding could 
rely, at least in part, upon level of democracy.
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CIVIL WAR PEACE AGREEMENT IMPLEMENTATION

It has long been recognized that state capacity has implications for the type of 
peace agreement provisions that a state is able to implement (Peksen, Taydas, and 
Drury 2008). For starters, states must be able to fund the implementation process. 
As testament to this supposition, Hoddie and Hartzell (2003) find that higher 
levels of economic development are associated with greater probability of peace 
agreement implementation. For new states with very little state capacity, such 
as South Sudan, it is a Herculean task to undertake implementation. For other 
states, such as the United Kingdom after the Good Friday Peace Agreement, this 
task was a very reasonable expectation (see DeRouen et al. 2009). Low to medium 
state capacity was likely a determining factor in some failed agreements, such as 
the Tamanrasset Accord in Mali, the Comprehensive Ceasefire Agreement between 
the FNL and the government of Burundi, and various agreements in Somalia 
(DeRouen et al. 2009).

Peksen, Taydas, and Drury (2008) reported that states with high rates of taxation 
and redistribution (welfare) capabilities have lower probabilities of civil war onset. It 
is reasonable to expect that implementation of peace agreement provisions may vary 
across state capacity levels. Some states might appear to have the capacity to imple-
ment accords while others are so weak that mediators effectively become responsible 
for implementation (Peksen, Taydas, and Drury 2008: 14–16).

Taydas and Peksen (2007) similarly explored the impact of low state capacity on 
civil war onset. Their study employs “quality of government” as a proxy for state 
capacity. This measure is operationalized using data on corruption, rule of law, and 
contract enforcement. Like Peksen, Taydas, and Drury (2008) and Fearon and Laitin 
(2003), they also report that weak states are more prone to civil war. In addition, 
they find civil war recurrence after peace agreement is due to failure of agreement 
implementation.

DeRouen et al. (2010) continue this line of inquiry by exploring the specific 
role of state capacity on peace agreement implementation. They hypothesize that 
the state’s ability to implement a peace agreement is a function of state capacity as 
this feature determines the functions the state is capable of carrying out. Therefore, 
peace agreements are less likely to be implemented in weak states because of a lack 
of capacity to implement the provisions of those agreements. It follows that since the 
state is called upon to implement structural agreement provisions, and post-conflict 
political institutions will have been decimated by the conflict, the state’s ability to, 
for instance, hold new elections or adopt shared government may be severely com-
promised. In turn, unimplemented provisions may lead to a recurrence of war by 
impatient or skeptical rebels (Fearon 2004). Of course, this relationship could be in-
fluenced by the impact state capacity has on civil war onset and development as it is 
only the relatively weak states that have civil wars and are unable to have an outright 
victory. Even with that being said, the variation of state capacity seen between states 
attempting to implement peace accords impacts their likelihood of success.
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Doyle and Sambanis (2000) build a three-pronged pyramid of civil war peace-
building success in which one of the prongs is local capacity (the other two being 
international capacity and hostility level). They maintain that peacebuilding efforts are 
more likely to be successful when state capacity and international capacity are high and 
hostility levels are low. In this situation, the state has the resources to rebuild, admin-
ister, and carry out the implementation strategies. Rothchild (2002) also picks up on 
the relationship between capacity and agreement success. He argues that power-sharing 
agreements and provisions guaranteeing representation can shore up state capacity and 
in the long run even enhance it, so that implementation success is realized.

Thus, there is evidence in the literature that state capacity enhances the probabil-
ity of successful implementation of postwar peace agreements—even in the absence 
of third party intervention. If state capacity is deficient, a third party may be needed 
to support implementation (see Arnault 2001; Walter 2002).

THE FORM OF GOVERNANCE VERSUS THE DEGREE

While measuring state capacity may be difficult, research seems to indicate that it 
does have an effect on the propensity for intrastate violence. States, however, can 
be defined by more than simply the degree of governance. In fact, it is the form of 
government that has generated one of the most significant bodies of literature in the 
study of interstate conflict (i.e., the democratic peace).5 This naturally led researchers 
to wonder if regime type also influenced the risk of conflict at the domestic level (i.e., 
whether there is a democratic civil peace), and while parallels certainly exist, there is 
also a robust literature that has examined more than simply the role of democratic 
institutions.

WHY CIVIL WAR?

The form of governance does not act in a vacuum and can have multiple effects on 
behaviors, so perhaps the first question should be, how do civil wars develop, in gen-
eral, and then we can address how regime type could affect that causal process. While 
there are various theories on the development of civil wars, they can be broadly 
categorized in terms of three main causes: civil wars occur due to a competition over 
resources, civil wars arise as a function of information asymmetries, or civil wars oc-
cur as a function of incomplete contracting.

Under the first argument, civil wars are simply competitions over some good, 
where the winning side is able to dictate the distribution of the good after the victory. 
For instance, using an explicit economic model, Garfinkel and Skaperdas (2007) see 
the winning side consuming the opponent’s economic production. This model im-
plies that factors increasing the probability of winning (Blattman and Miguel 2010: 
10) or wealth (Grossman 1999; Dal Bó and Dal Bó 2004) affect the risk of conflict. 
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In addition, it means that a “civil war seems more likely when state wealth is easily 
appropriated or divorced from citizenry, as with some natural resource wealth and 
foreign aid flows” (Blattman and Miguel 2010: 10–11).

Of course, there are always resources under dispute, but there are not always 
conflicts, so wars might be driven by information asymmetries and incentives to 
misrepresent (Fearon 1995). In other words, these groups are making decisions 
without complete information as to the capability of their opponents. This lack of 
knowledge may lead the sides to overestimate their ability to win a conflict and thus 
engage in behavior that moves them into conflict even if neither actually wants a 
war. Governments or rebel groups might have incomplete information about their 
capabilities or resolve. These rationalist explanations for interstate war have also been 
applied to civil conflicts (Esteban and Ray 2001). In addition, this situation may be 
exacerbated domestically as the state may have significantly more information about 
capabilities than potential challengers (Dal Bó and Powell 2009). During times of 
economic troubles, the state may be seen as lowballing in their attempts to buy off 
opposition (Chassang and Padro i Miquel 2009).

The final broad explanation for civil conflict revolves around credible commit-
ments. Leaders might be able to commit to a peace treaty today, but they could 
have incentives to renege on the agreement in the future, especially if the rebel 
group disarms. Commitment problems are particularly problematic for civil wars as 
the winner may take control of the state, leading to a significant shift in the future 
distribution of power, which exacerbates the ability to credibly commit to an agree-
ment (Powell 2006). In fact, if a side can permanently eliminate its opponent, it can 
also gain a peace dividend (Garfinkel and Skaperdas 2000), which makes breaking a 
future commitment more likely (or perhaps a more attractive option). In addition, 
the ability to credibly commit may vary by regime type as authoritarian governments 
cannot ensure they will follow through with peace agreements as readily as demo-
cratic regimes (Acemoglu and Robinson 2006).

Conflicts can occur even if the two sides find a mutually acceptable agreement as 
they could see the deal as good but not trust the other side to uphold their commit-
ment. This is not simply that they do not believe the opponent was not negotiating 
in good faith but that future circumstances might provide the incentive to renege. 
For instance, a rebel group may believe the government is providing a good deal, but 
what happens when the group disarms as part of the ending of the conflict? Do they 
believe the government will hold up its end when the rebels are in an inferior posi-
tion? Thus, the ability of actors to credibly commit to upholding any deal increases 
the odds of a settlement and avoiding conflict.

WHY REGIME TYPE MATTERS

When researchers are looking for an effect of regime type on civil war onset, they are 
usually interested in whether democracies are more peaceful than nondemocracies. 
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While this is not always the case, it is a natural extension of the interstate democratic 
peace and has generated a significant amount of research. Why would democratic 
states be more peaceful? Perhaps the simplest explanation is simply the transference 
of the same causal mechanisms of the interstate democratic peace to the domestic 
realm, such as constraining institutions, improved information signaling, or norms 
of peaceful dispute resolution (Hegre 2014). But that does not exactly answer how 
those mechanisms operate domestically. If we assume that civil wars are a function 
of disputes over the distribution of goods, then democracies can be more peaceful 
if they have wealthier societies decreasing the incentive to challenge. In addition, 
wealthy democratic governments have more resources to buy off potential challeng-
ers and/or challengers have additional avenues to alter the status quo distribution of 
goods outside of armed challenges.

The link between democracy, wealth, and civil war is perhaps the most direct and 
hypothesized relationship. While Olson (1993) was not looking at civil conflict, he did 
make a strong claim that democracies would be more successful in providing growth 
and public goods, which would imply a lower risk of civil violence. Feng (1997) exam-
ined this possibility in the context of simultaneous regressions and found an indirect 
effect of democracy on growth that is mediated through the role that democracy has on 
the stability of regimes. In other words, “democracy provides a stable political environ-
ment which reduces unconstitutional government changes at the macro level; yet along 
with regime stability, democracy offers flexibility and the opportunity for substantial 
political change within the political system” (Feng 1997: 414).

While there appears to be a relatively consistent relationship between democracy, 
economic wealth, and domestic stability, the real debate revolves around the rela-
tive contributions of these three factors to peace. In other words, is the relationship 
between democracy and peace driven solely by the effect that democracy has on 
wealth, or do these factors have independent effects? Mousseau (2012) argues that 
it is capitalist development that drives these correlations and generates an unwar-
like population, in the vein of Schumpeter (1955). Despite finding a strong role of 
capitalism and economic development, however, Mousseau (2012: 480) notes that 
regime type “still has a robust impact on conflict in ways that cannot be attributed 
to clientelist economy.” This is in contrast to Fearon and Laitin (2003), who did not 
find a strong effect of democracy after controlling for wealth.

If we assume, however, that certain regime types are more likely to generate 
grievances, then it is not necessarily the case that there will be a linear relationship 
between regime type and the risk of civil violence. Hegre et al. (2001) argued that it 
is the institutional incoherence of anocracies that generates grievances leading to an 
increased risk of civil war. The problem is that anocracies are also regimes that have 
most likely experienced a regime change, which might have its own independent 
effect on the risk of civil war. Despite the potential confounding effect, Hegre et al. 
(2001) found an empirical relationship between anocracries and a higher risk of civil 
wars. In addition, states that have more recently experienced a regime change are also 
at increased risks for violence.
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This nonlinear argument has theoretical roots in political opportunity structure 
theories (e.g., McAdams 1982; DeNardo 1985). In particular, Muller (1985) and 
Muller and Seligson (1987) argued that the ability to successfully organize under 
authoritarian regimes is low, making civil violence unlikely. In contrast, there are 
multiple avenues of contention in democracies, which makes the population less 
willing to engage in violent political action. As such, anocracies have the Goldilocks 
amount of grievances and potential for successful collective action.

Ginkel and Smith (1999) developed a game theoretic model that shows that re-
bellions under very repressive conditions are more likely to be successful, although 
that may or may not make them more likely to occur. In some ways, however, 
political violence may just be a function of more violent societies. Fox and Hoel-
scher (2012) note that it is the transitional regimes that are more likely to have 
social violence, indicating that both political and social violence may have similar 
underlying causal factors. This seems consistent with Lacina (2006) and Gleditsch, 
Hegre, and Strand (2009) who found that civil violence in democracies tended to 
be less violent.

Despite seemingly robust results that correlated anocracy with more civil conflict 
(e.g., Boswell and Dixon 1990; Muller and Weede 1990; Opp 1994; Fein 1995; El-
lingsen and Gleditsch 1997; Sambanis 2001; Regan and Henderson 2002; Abouharb 
and Cingranelli 2007), questions remain. In particular, the results are only as good as 
the data they analyze. Scholars have noted that the Polity data used in these analyses 
might incorporate the presence of a civil war to code a state as anocratic. In other 
words, states that experience civil war are more likely to be coded as an anocracy, 
so researchers are really just finding a coding relationship as opposed to a causal 
relationship. Vreeland (2008: 419) empirically examined this possibility and found 
that “once the components defined with respect to political violence and civil war are 
removed from the index, the anocracy finding disappears.” There does seem to be an 
inverted-U-shaped relationship in terms of political participation but a clear lack of 
relationship with other institutional measures.

Gleditsch and Ruggeri (2010) highlight another potential fault of the inverted-
U-shaped relationship, and that is model misspecification. In particular, what often 
drive the civil violence are weak institutions, and this creates a political opportunity 
structure leading to more challenges. This does not mean there is no effect of re-
gime type but that it is linear, meaning that democracies are more peaceful. When 
Gleditsch and Ruggeri (2010: 306) account for the coding decisions of Polity, “it 
seems reasonable to infer that there is a great deal more evidence of democracy hav-
ing a negative effect on the risk of civil war.”

One of the defining characteristics of the above literature is the focus on the first 
potential reason regime type may affect the risk of civil war. Democracy in these cases 
is generating wealth or minimizing the incentive to contest for resources through 
violence. It could also be the case that regime type can affect information asymmetries 
and the ability to provide credible commitments. While addressing the interaction of 
ethnic groups within a state, Fearon and Laitin (1996) show how in-group policing 
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can keep peaceful interactions by addressing the lack of information and credible 
commitment problems.

Cunningham (2006) took this logic a step forward by noting that civil wars are 
not two-actor phenomena and may have multiple players who can veto outcomes. 
While this is not necessarily an analysis of civil war onset, Cunningham (2006) ar-
gued that the larger the number of veto players, the smaller the acceptable bargaining 
range and the more likely that information asymmetries are exacerbated. Ultimately 
this leads to longer civil wars, which he finds across a number of models and speci-
fications. Given the role that veto players have on the duration of war, it may help 
explain why earlier studies found that regime type had no effect (Collier, Hoeffler 
and Soderbom 2004; Fearon 2004; and DeRouen and Sobek 2004).

A recurring theme in the early research on this topic is the focus on why democra-
cies are different. This essentially treats authoritarian regimes as a single type. Geddes 
(1999a) splits from this by showing how incentive structures of military regimes 
differ from those of single party and personalistic regimes and how this relates to 
the stability or breakdown of these regimes. Fjelde (2010) builds on this insight to 
examine how authoritarian regimes may differ in their risk of civil war. In particular, 
single-party authoritarian regimes, such as China, should be the least likely to experi-
ence civil war. The single-party system offers the party an avenue to express prefer-
ences but, more importantly, it more easily allows for the co-option of potential 
threats (Fjelde and de Soysa 2009). The analyses confirm that while “coercion and 
co-optation, cannot be observed directly for these regime types, the empirical results 
support the proposed theoretical arguments” (Fjelde 2010: 215). On the other hand, 
personalist dictators (e.g., Saddam Hussein in Iraq) or military leaders (e.g., Pervez 
Musharraf in Pakistan) are more vulnerable to experiencing threats to their rule.

It seems clear that single-party regimes are unique among authoritarian govern-
ments. The findings of Fjelde (2010) nicely dovetail with Davenport (2007), who 
found single-party governments experience less repression by incorporating a larger 
portion of the population into the political process. Davenport (2007: 490) agrees 
with Geddes (1999b) that single party regimes are the least isolated politically and 
that “they do provide some venue within which discussion/aspirations/activism can 
take place—in a sense, it may be the only ‘show in town’ but at least there is a show.” 
Ultimately this alternative method to express and address grievances decreases the 
amount of repression. Whether this decreased repression results in a lower risk of 
civil violence or whether these are both driven by the same underlying causal process 
is not clear, but it is clear that authoritarian regimes are not all the same in terms 
of how they deal with their domestic environment and how this affects the risk of 
civil war.

This also points to regime type as being a multifaceted concept and perhaps simi-
lar to state capacity in that it cannot be measured by a single variable. There may 
certainly be common threads between various types of regimes, but the idea that 
there is a single latent “regime type” concept is probably inaccurate, and it is much 
more likely the case that regimes differ across a number of separate dimensions.6
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STATE CAPACITY, REGIME TYPE,  
AND CIVIL WAR: FUTURE DIRECTIONS

While there might not be a tremendous amount of agreement as to the precise role 
that state capacity and regime type play in civil conflict, there does seem to be more 
than enough evidence to strongly claim that there is a relationship. Of course, getting 
more specific, however, is where the difficulty lies. There is a correlation, but the ex-
act form of that correlation and the causal process linking state capacity, regime type, 
and civil wars are not fully understood. The unresolved questions can be divided into 
three broad categories that dovetail into two new avenues of research.

QUESTION 1: ARE DOMESTIC  
INSTITUTIONS A PROXIMATE CAUSE?

Despite the numerous studies that find a correlation between either state capacity or 
regime type and civil conflict, it is not clear that the relationship is driven by the insti-
tutions or the effects that institutions have on more proximate causes. Perhaps the most 
common proximate cause in this vein is economic performance or wealth where either 
state capacity/stability/level of democracy increases the long-term performance of the 
economy, making wealthier and more peaceful domestic environments.

Mousseau (2012) is perhaps at the extreme of arguing for a minimal role of insti-
tutions, where it is their effect on capitalist development that is creating the peace. 
He still found an independent effect of regime type, but it is not a consistent find-
ing. In Fearon and Laitin (2003), however, the effect of democracy was no longer 
statistically significant when controlling for the wealth of a state. In addition, it is not 
just that the level of democracy is correlated with wealth, but the strength of state 
institutions creates a positive environment for economic development (Lipset 1959).

In some ways, this debate is one of data in that there is a correlation between 
democracy, state capacity, and wealth, which makes it difficult, if not impossible, 
to empirically disentangle their independent effects. Ideally, the dataset would have 
wealthy and poor autocracies, wealthy and poor anocracies, and wealthy and poor 
democracies, but that is not the case. This essentially makes it impossible to defini-
tively show an independent effect of each factor, but relatively easy to demonstrate 
that those factors as a group are significantly related to civil war onset. At least, that 
is the case as long as these factors are highly correlated.

QUESTION 2: DOES THE FORM OR  
DEGREE OF GOVERNANCE MATTER MOST?

There is more variation, however, between the form of governance and the degree of 
governance. In other words, there are high-capacity autocracies and democracies as 
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well as low-capacity democracies and autocracies. Perhaps the only missing category 
would be high-capacity anocracies, but there is likely enough variation across regime 
types and state capacity to discern individual effects. In general, it appears that both 
have an independent effect on the odds of civil war, but there is certainly not a con-
sensus as to what factor is most important.

Despite knowing the correlation between state capacity and civil war as well as 
the correlation between regime type and civil war, it remains unclear whether one is 
more important than the other. It could very well be the case that both are important 
causes of civil war, but there is also the potential that either state capacity or regime 
type drives the relationship. In other words, is the relationship between state capac-
ity and civil war simply a reflection of the relationship of regime type and civil war? 
Further, understanding not just how these two factors affect the onset of civil war 
but also how they affect each other is important.

QUESTION 3: HOW DO WE CODE AND  
WHAT IS THE FUNCTIONAL FORM?

One of the recurring themes in the literature is either the difficulty in coding a con-
cept or how the coding has affected the results. Obviously, problems with the data 
are problems for the empirical results, as even the best modeling cannot derive accu-
rate results if the data are problematic. In some ways, it may be better to characterize 
the data issues as unresolved as opposed to problematic, but in either case they are 
critical to moving the research forward and accumulating knowledge.

In terms of state capacity, the larger issue is coding, and this is perhaps more re-
lated to the lack of conceptual clarity in early works that allowed for multiple ways 
to view the concept. At its heart, state capacity is not measurable as it is what a state 
could do, not what it has done; the realm of coded variables only includes those 
indicators that have some observable aspect. In other words, how would you know a 
state is high capacity unless it uses that capacity? Of course, you could assume that 
states and leaders have goals and that they would rarely have unused capacity, but 
that is an assumption.

Even if state capacity is an observable concept, what actions define it? This is 
where the literature focuses its discussion. In some ways, the economic measures are 
the most easily observable characteristics of state capacity but are clearly only part of 
the equation. Perhaps the key is not that there is a single best measure of state capac-
ity, but there may be a single best measure of state capacity for a specific research 
question. This point is highlighted again in our concluding section.

The effect of regime type is a little different in that Polity is a commonly used 
and high quality measure for determining the form of governance. The problem is 
that the coding rules may have made it an inappropriate measure for determining 
the role of regime type in the civil war process as Vreeland (2008) and Gleditsch and 
Ruggeri (2010) aptly point out. Of course, this issue really only affects the finding on 
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anocracies and the studies that looked at the democratic civil peace. Observed differ-
ences between autocratic regimes are mostly unaffected, but this still leaves open the 
question of whether there is something unique about anocracies.

FUTURE DIRECTION 1: DO CIVIL WARS  
AFFECT THE FORM AND DEGREE OF GOVERNANCE?

While scholars often view the intrastate and interstate causes of war as parallel de-
velopments, there is not always a strong connection. For instance, there is a robust 
literature that links the development of the state to interstate conflict. The basic idea 
is that wars force states to increase their extractive capacity, and if they are incapable, 
then they are removed from the system. There has not been a similar link made at 
the domestic level between civil wars and state development. Is this simply the result 
of inattention to this question or a more fundamental difference between domestic 
and interstate violence?

There are a couple of reasons why war domestically may not have the same state-
building effect. First, these are conflicts that are based on a lack of trust/legitimacy 
in the domestic political institutions, where the losing side will remain within the 
confines of the territory as an implicit (if not explicit) challenge to the winner. This is 
not to say that interstate wars do not incorporate losing populations as territory con-
quest happens, but those are also seen as being more difficult to maintain. Second, 
civil wars may deplete domestic resources faster and more completely than interstate 
wars (on average), making it more difficult to consolidate any additional capacity 
gains. Regardless, it remains an interesting and open question as to the potential 
feedback from civil war to state capacity or regime type.

FUTURE DIRECTION 2: THE ROLE OF DOMESTIC 
INSTITUTIONS AT THE MICRO LEVEL

Civil wars do not occur simultaneously and evenly across a state. There are particular 
geographic distributions and patterns that researchers are now working to explicate. 
While institutional form may be constant across a state, it does not have to be, as 
federal systems allow for a degree of local autonomy. In addition, while there may 
be a single set of institutions for a state, that does not mean they are applied equally. 
State capacity could also vary, especially as one moves farther away from the seat of 
power(s).

What this ultimately means is that the surge in research on the micro-foundations 
of civil wars should also look at the micro-characteristics of the state. While the data 
resources on the micro-characteristics of states are not developed, there is little reason 
not to expect it to matter if one accepts the premise that the global characteristics 
of the state matter.
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This also ties into a theme highlighted in the introduction. State capacity ulti-
mately provides the state with options to coerce dissent or accommodate grievances, 
and more needs to be done to understand both when this happens and also how the 
state chooses between accommodation and coercion. While this could be broadly 
considered at the level of the state, it also makes sense that this decision is not univer-
sally applied across the state and that the decision to coerce or accommodate occurs 
at the micro level as well. Theoretical and empirical moves to the micro level will 
help civil war scholars understand more fully the relationships between state capacity, 
regime type, and political violence.
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In much of past research on civil war initiation, dynamics, and outcomes, the main 
focus has been to convey conflict as taking place within a single nation-state and 
involving two main adversaries pitted against each other: the ruling regime and a 
rebel group.1 Picturing civil wars as domestic phenomena to some extent stems from 
the tradition of international relations to focus on borders as delimiting the politi-
cal authority of states. This also explains why the most common unit of analysis for 
studying civil wars has been countries, where determinants of wars have been sought 
primarily in the institutional, socioeconomic, and demographic setup of those 
countries. When looking at cases and patterns of civil conflict across the globe, the 
reality is much more complex. Conflicts are geographically clustered, rebel groups 
move back and forth across porous borders, and cross-national networks of states and 
non-state actors are engaged in trading arms for natural resources. Thus, it is clear 
that the effects of civil war are felt far beyond the state in which the conflict is fought.

The notion that civil wars are not “internal” but display transnational dimensions 
has been increasingly acknowledged by recent scholarly accounts of civil war. Unless 
a conflict is very brief or located in an isolated place, the transnational dimensions 
are likely to be nontrivial (Fjelde 2012). Intrastate armed conflicts do not erupt and 
carry on in isolation within states, as the term intrastate would suggest. Quite the 
contrary, few if any civil wars are being fought without interference from actors, 
issues, and developments outside the country’s border, and few if any conflicts fail 
to generate side effects outside the state where the war primarily takes place. The 
conflict in Syria exemplifies both. While the Free Syrian Army (FSA) was formed 
out of local militia groups and deserters from the military, it was clearly affected by 
the development in other parts of the Middle East, and, with time, jihadists from 
outside of Syria joined as well. In 2013, the Islamic State of Iraq and the Levant 
(ISIL) entered the Syrian civil war and included Sunni areas in Syria as part of their 
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aim to establish an Islamic state. A year later, the group was renamed Islamic State 
(IS) and proclaimed a worldwide caliphate with religious authority over all Muslims 
worldwide. Syria’s neighboring countries have also been active in providing arms and 
safe havens for rebel groups.

While one strand of scholarly work focuses on the cross-border (and beyond) ef-
fects of civil wars, another focuses on how external events and conditions shape the 
onset and dynamics of civil wars. Thus, a significant body of literature deals with the 
effects of civil war by focusing on refugee flows (Dowty and Loescher 1996; Lischer 
2005; Loescher 1992; Salehyan and Gleditsch 2006), regional consequences for health 
(Davis, Iqbal, and Zorn 2003; Ghobarah, Huth, and Russett 2003) economic decline 
in the neighborhood (Murdoch and Sandler 2002, 2004), and contagion effects (Fors-
berg 2009; Lake and Rothchild 1998a). The second significant body of work instead 
focuses on the external events and conditions that make civil war in a country more 
likely or affect its durability or outcome. This includes focusing on political, economic, 
military, and other types of external support (Maoz and San-Akca 2012; Salehyan 
2007, 2009; Salehyan, Gleditsch, and Cunningham 2011); how access to resources 
and trade networks in a region becomes a crucial driver of conflict and in the formation 
of war economies (Ballentine and Nitzschke 2005; Pugh and Cooper 2004); and how 
interstate relations affect the onset of civil war (Thyne 2006, 2009).

The present chapter categorizes the transnational dimensions into three clusters. 
First, the causes of civil conflict are clustered; second, an ongoing civil war spurs 
additional conflict in a proximate location due to contagion; and third, conflicts are 
connected within a region in terms of linkages between issues, actors, and motives. It 
should be noted that the three dimensions that help structure the present chapter are 
not fully mutually exclusive but may conceptually and empirically, to some extent, 
be difficult to discern from each other. The chapter then proceeds to discuss the 
implications of transnational dimensions for war-to-peace transitions and durable 
peace. Finally, the chapter concludes by discussing some of the remaining lacunae.

TRANSNATIONAL DIMENSION 1: CLUSTERING 

Civil wars are clustered both in space and in time. The spatial clustering indicates 
that the likelihood of armed conflict in a country partly depends on the presence 
of armed conflicts in its neighborhood. These clustering patterns are found globally, 
regardless of which time period is examined. Moreover, it is not just a visual obser-
vation. Statistical research based on global data over time has found evidence for a 
so-called neighborhood effect of civil war (Buhaug and Gleditsch 2008; Gleditsch 
2007; Hegre and Sambanis 2006; Sambanis 2001; Ward and Gleditsch 2002).2 This 
suggests that a country is significantly more likely3 to experience an eruption of 
internal conflict when one or more of its neighbors experiences civil conflicts. Thus, 
countries located in “bad neighborhoods,” a term suggested by Michael E. Brown 
(1996), are increasingly likely to experience armed conflict themselves, compared 
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to a country located in a region that is predominantly at peace. In fact, this find-
ing has been shown to be one of the most robust predictors of civil war (Hegre and 
Sambanis 2006). Examples of such “bad neighborhoods” include West Africa in the 
1990s and early 2000s, with civil wars raging in Liberia, Sierra Leone, Côte d’Ivoire, 
Guinea, and Guinea-Bissau, and Central America in the 1980s and early 1990s, with 
conflicts in El Salvador, Nicaragua, and Guatemala.

Some of the clustering may arise due to contagion effects, whereby conflict in one 
location brings about an increased risk of conflict elsewhere, as discussed in the next 
section. However, some of the clustering patterns are resulting from a correspond-
ing spatial grouping of the factors that are related to conflict (Buhaug and Gleditsch 
2008; Gleditsch 2002; Hegre et al. 2001; O’Loughlin et al. 1998; Ward 2005). What 
determinants of civil wars then are prone to clustering? Some of the factors that the 
scholarly community identifies as having a substantial impact on the risk of civil war 
tend to cluster geographically, just as civil conflicts do. For instance, countries geo-
graphically close to each other tend to have similar political systems and economic 
standards (Elkink 2011; Gleditsch 2002; Gleditsch and Ward 2000; O’Loughlin et 
al. 1998; Ward 2005). Democracies, anocracies, and autocracies, for example, often 
cluster together spatially (see chapter 4, this volume). In their test of spatial clustering 
of the determinants of civil war, Buhaug and Gleditsch’s model includes political and 
economic measures (Buhaug and Gleditsch 2008). It is also possible that some more 
static conditions, such as some regions being rich in natural resources, may account 
for some of the clustering, as evidenced in West and Central Africa.

Observed geographical clustering (figure 5.1) of civil wars may hence be a conse-
quence of a similar clustering of those factors that make conflict increasingly more 
likely. In such cases, the observed conflicts may in fact not be related to each other 

Figure 5.1. Clustering
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Figure 5.2. Contagion

but generated by domestic processes. In other words, the clustering is not truly a 
“transnational dimension” of the civil wars in the sense that the conflicts are caus-
ally linked; rather, they are clustered because their determinants are. However, as 
mentioned previously, there is also evidence suggesting that some conflicts are in fact 
causally linked through contagion effects.4 This process is outlined next.

TRANSNATIONAL DIMENSION 2: CONTAGION

The second transnational dimension discussed in this chapter involves the situation 
when civil war in one location renders civil war in a nearby location more likely. 
This process lacks conceptual consensus, and a plethora of terms is used including 
contagion, diffusion, infection, bandwagoning, imitation, emulation, and horizontal 
escalation. For simplicity, this chapter uses the term contagion, defined as a process 
whereby internal conflict in one location increases the probability of another internal 
conflict erupting in another location at a later point in time.5 This is parallel to how 
diffusion is commonly defined in research on interstate war. For instance, Most and 
Starr (1990: 402) define “spatial diffusion” as a process in which “events of a given 
type in a given polity are conditioned by the occurrence of similar events in other 
polities at prior points in time.” Figure 5.2 serves to illustrate contagion.

The fact that contagion is defined as a process and involves two units—one with 
conflict and one that is potentially affected (or infected) has led different studies to 
apply fundamentally different conceptualizations and empirical foci. I will return to 
some of the implications of these complexities later in this chapter. Below follows a 
review of existing explanations for contagion, categorized as tangible and intangible 
forms of contagion.

Tangible Forms of Contagion

Tangible forms of contagion relate to factors such as arms, refugees, and other 
factors linked to the spillover of conflict externalities across borders. Several mecha-
nisms link these externalities to a heightened likelihood of civil war onset in neigh-
boring states. First, both scholarly accounts and policy reports suggest that refugee 



 Transnational Dimensions of Civil Wars 79

flows may contribute to the spread of civil conflict (Lischer 2005; Loescher 1992; 
Loescher and Monahan 1989; Salehyan and Gleditsch 2006; Stedman and Tanner 
2003; Weiner 1992/1993, 1993; Whitaker 2003). Refugees from the Six Day War, 
for example, contributed to civil wars in Jordan and Lebanon. Several reasons are 
suggested, including that a large refugee flow may disrupt the demographic balance 
in the host state, exacerbate competition over scarce resources, or militarize people 
in refugee camps. These mechanisms are quite diverse. Since most previous em-
pirical tests have relied on proxies and cross-national data, it has not been possible 
to distinguish the causal mechanisms from each other. Recent efforts to trace the 
ethnicity of refugees (Rüegger and Bohnet 2012) as well as the location of refugee 
camps (Bohnet, Cottier, and Hug 2013) are thus promising for disentangling what 
mechanisms are at work.

Second, when conflict is underway in one state, it often leads to an increased 
availability of arms. When border control is insufficient, these arms may be trans-
ferred to neighboring states where aggrieved groups may be willing to initiate violent 
conflict as soon as they have the ability to do so. The inflow of weapons at cheap 
rates may provide them with such capacity. Data scarcity has so far made it difficult 
to test this claim, but we see these dynamics in many cases. For example, after the 
fall of the Gaddafi regime of Libya in 2011, arms and fighters made their way to 
Mali and contributed to a rapid, and for many analysts rather unexpected, escalation 
of resentment felt among local Tuaregs against the Malian government (Allansson, 
Sollenberg, and Themnér 2013). This case also illustrates that while spillover of ex-
ternalities primarily affect border areas, they sometimes travel farther.

Third, a civil war in one country affects the economy of the surrounding states. 
As noted by Murdoch and Sandler (2002, 2004), civil wars may lead to a reduction 
in trade and investment in proximate countries, in addition to the economic burden 
of hosting refugee flows. The economic costs of “collateral damage” are particularly 
likely with high-intensity civil wars and when the country shares a long border with 
countries with civil conflict. As lower income levels and low economic growth are 
among the most robust predictors of civil war (Hegre and Sambanis 2006), these ex-
ternalities may indirectly heighten the probability of conflict in a civil war neighbor.

Fourth, characteristics of the border between the conflict country and a neigh-
bor have been suggested to affect the likelihood of spillover. If two states share a 
mountainous border, it may make spillover less likely, since this would hamper the 
movement of arms and mercenaries from the conflict state to the neighboring state, 
for instance. It has also been suggested that spillover is more likely when two states 
share a long border. A long, shared border is more difficult to monitor; hence, it is 
associated with an increased likelihood that weapons and armed groups move from 
the conflict state to its neighbor. As an example, consider the Syrian civil war and 
the escalated violence in Iraq. With their shared border being little more than an 
imaginary line in the sand, spillover of combatants in both directions has been com-
mon. However, evidence that supports the proposition that long borders matter is 
lacking (Buhaug and Gleditsch 2008). Given that separatist conflicts typically are 
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fought close to international borders, spillover effects may be more likely in such 
conflicts than in civil wars concerning the overthrow of the central government, as 
also demonstrated by Buhaug and Gleditsch (2008).

Intangible Forms of Contagion

Intangible contagion is the process whereby conflict in one country provides les-
sons, inspiration, and clues for actors in other countries. This can be in the form of 
strategic learning (for example, Bakke 2013; Elkins and Simmons 2005; Hill, Roth-
child, and Cameron 1998) or because conflict in one location makes groups in other 
locations perceive an increased likelihood of success (for instance, Lake and Rothchild 
1998b). Thus, conflict in one state may inspire one or more groups in another state to 
increase their own demands and decide to pursue demands using violent means (By-
man and Pollack 2008). However, the effect is not clear-cut. While it is possible that 
conflict in one place may lead other actors to update their beliefs about the likelihood 
of success in such a way that conflict becomes more likely, it may also in some cases 
horrify rather than inspire. For instance, Buhaug and Gleditsch (2008) argue that 
more intense conflicts, in terms of fatalities, make contagion more likely. However, 
their analysis finds no support for this claim. One possible interpretation is that while 
high-intensity conflicts create more tangible spillover, they may also repel rather than 
inspire potential insurgents in other countries. This is parallel to the idea of war weari-
ness in studies of interstate war (Levy and Morgan 1986; Richardson 1960).

Intangible forms of contagion may be conditioned by the characteristics of a civil war. 
As noted above, Buhaug and Gleditsch (2008) find that separatist conflicts are more 
likely to lead to contagion, compared to wars fought over government power. This may 
be due to more spillover effects, but also because such conflicts typically involve regional 
ethnic groups that have ties to kin across borders, who are more likely to act on demon-
stration effects. The importance of such transnational ethnic groups is noted by multiple 
researchers (for example, Ayres and Saideman 2000; Buhaug and Gleditsch 2008; Ce-
derman, Girardin, and Gleditsch 2009; Forsberg 2008, 2013, 2014b; Gleditsch 2007; 
Saideman and Ayres 2000; Salehyan and Gleditsch 2006). In these studies, it is sug-
gested, and generally supported empirically, that the involvement in conflict by a group 
in one country increases the likelihood of conflict erupting in a nearby country that 
shares the same group. One explanation for this finding is that such groups are more 
likely than other groups to be inspired to increase their own demands because the bonds 
and similar conditions shared with their kin involved in conflict are rendered salient 
(Forsberg 2014b). For instance, when the Kosovo Liberation Army (KLA) succeeded in 
gaining far-reaching autonomy for Albanians in Kosovo by using armed force, it appears 
to have inspired Albanian kin in Macedonia to launch their own struggle.

Last, it has been suggested that contagion is more likely when the rebel side is 
successful, supposedly due to stronger inspiration effects (Hill and Rothchild 1986; 
Hill, Rothchild, and Cameron 1998). Related to this, there is a widespread supposi-
tion that territorial concessions granted to separatist groups may spur other proxi-
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mate ethnic groups to demand similar concessions. Within states, Walter (2003, 
2006) has found evidence of such domino effects. However, until recently there has 
been scant investigation of the cross-border effects of granting territorial concessions. 
Using new data with global coverage, Forsberg (2013) finds no evidence of domino 
effects either across or within borders; territorial concessions granted to rebel groups 
do not appear to inspire other groups to rebel.

Susceptibility to Contagion

Regardless of the magnitude and severity of spillover, and regardless of the oppor-
tunities for strategic learning produced by a civil war, a country has to be conducive 
to conflict in order for a contagion process to transpire. As pointed out by Lake and 
Rothchild (1998b), conflict primarily spreads to those states that are already at risk of 
conflict and is, conversely, less likely to spread to countries with a low baseline prob-
ability of conflict in terms of domestic conditions. Arguments and findings in previous 
research point to a set of conditions that makes countries more or less likely to be “in-
fected.” First, proximity stands out as the primary medium in which contagion oper-
ates. Countries in the near proximity of a country involved in civil war are arguably 
more exposed both to spillover of externalities and to demonstration effects (Buhaug 
and Gleditsch 2008; Lake and Rothchild 1998b; Maves and Braithwaite 2013).6

Second, countries with higher levels of state capacity are suggested to be less 
susceptible to contagion, which is supported empirically (Braithwaite 2010b). With 
control of resource extraction and capacity to respond to instability, highly capable 
states have the tools to confine domestic unrest to legal action rather than rebellion. 
Also, such states are arguably better equipped to set up “firewalls” (Solingen 2012) 
through efficient border control and thus prevent some of the spillover of war exter-
nalities, such as the movement of arms and mercenaries across borders. Thus, states 
with high capacity (see chapter 4, this volume) have the ability to deter civil wars 
internally and decrease the chances of conflict spreading from neighboring countries.

Third, regime type may have an impact on a state’s susceptibility to contagion. As 
suggested by Maves and Braithwaite (2013), among authoritarian states, those with 
elected legislatures are increasingly receptive to contagion since they may breed latent 
opposition groups. In addition to such institutional features, the ethnic composition 
of states may matter. Findings in Forsberg (2008) suggest that countries that are eth-
nically polarized, in the sense that there are a few roughly equally strong contenders, 
are more susceptible to contagion. Such societies supposedly form a delicate balance 
in which the input of a potentially inspirational conflict next door may create the 
momentum required for a group to challenge its own state with rebellion.

Contagion and Research Methodology

In studying contagion, researchers face a number of methodological challenges 
that prevent us from drawing strong conclusions about any of the findings just 
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reviewed.7 First, contagion is a process that, at least in a quantitative setting, is un-
observable. What we do observe, and what we draw inference from, is a correlation 
in time and space whereby conflict in one location at t1 is followed by conflict in a 
proximate location at t2. Such strategy risks both over- and underestimating instances 
of contagion. The risk of overestimation stems from the fact that just because two 
conflicts erupted in sequence close to each other does not necessarily mean that they 
are linked, as determinants may be spatially clustered instead. The risk of underes-
timating cases of contagion comes from the fact that contagion may travel farther 
distances both in time (i.e., compared to any standard time lag) and in space (i.e., 
beyond the immediate neighborhood).

Second, contagion is complex to model empirically as it involves two units—one 
with conflict (a potential source or initial stimulus for contagion) and one that is 
potentially affected (a target of contagion). This has led researchers to apply different 
conceptualizations and empirical strategies when studying contagion. For instance, a 
question arises whether contagion should be studied with monadic or dyadic units of 
analysis. The most common approach in quantitative studies is to use the monadic 
country-year approach (Buhaug and Gleditsch 2008; Gleditsch 2007; Hegre and 
Sambanis 2006; Salehyan and Gleditsch 2006; Ward and Gleditsch 2002). In these 
studies, neighborhood conflict is either collapsed into a dichotomous variable (a 
spatial lag) or a summary measure of some kind (for example, a weighted index of 
conflict in the neighborhood). An alternative strategy is to use a dyadic setup, con-
sisting of a state with conflict and one panel for each state considered at risk for con-
tagion (Black 2012; Forsberg 2008, 2014b). As these two strategies follow different 
conceptualizations of conflict contagion, it is no surprise that they generate different 
findings (for a discussion, see Forsberg 2014a).8 Since contagion is a process involv-
ing a chain of events and at least two units, there may not be one perfect modeling 
strategy. However, future work should strive to identify the unit of analysis that best 
captures contagion, while being cognizant of the inherent methodological challenges.

TRANSNATIONAL DIMENSION 3: CONNECTEDNESS

The third transnational dimension discussed in this chapter is termed connectedness. 
While contagion refers to a quite specific process involving a sequence of actions and 
a direction from one state to another, conflicts can also internationalize more broadly 
and involve a larger set of countries, issues, and actors. While potentially emanating 
from, or partly featuring, contagion or clustering processes, connections between dif-
ferent conflicts within a region can take on a broader transnational dimension. With 
time, actors from different conflicts may start to cooperate with each other, they may 
have similar goals or a common enemy, and they may share bonds through ethnic or 
ideological affiliation. It is also increasingly likely over time that there will be actors 
who see significant benefits from keeping the conflicts alive, such as mercenaries and 
traders involved in war economies.
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In the extreme form, transborder connections between issues and actors within 
a region is referred to as a “regional conflict complex” (Wallensteen and Sollenberg 
1998). In such cases, conflicts are mutually reinforcing to the extent that it may be 
infeasible to solve just one conflict without considering the regional aspects. While 
the concept of contagion implies a one-off event, or at least a directional process, 
interconnectedness between actors and issues can be much more long-standing and 
complex, as illustrated by figure 5.3.

To understand the transnational dimensions of civil war, and how wars may evolve 
into complex and enduring instability in a region, we thus need to address various 
cross-border linkages, including how factors such as transborder trade in arms and 
exploitation of resources play a role.

Connections between conflicts in a region influence both the incentives and capac-
ity of a multitude of actors.9 When conflicts are interlinked, it often means that conflict 
issues become more complex. In particular in regional conflict complexes, it will be 
difficult to separate different incompatibilities from each other and therefore difficult 
to solve any given conflict in isolation. Also, a larger set of actors is likely to have a 
stake in a given outcome, and as a consequence, there are more potential spoilers. With 
more reasons to choose to use violence, violence also becomes increasingly likely and 
more intense. When conflicts are interlinked, there is a large possibility that resources 
become more available—and more abundant. Easier access to resources then serves 
to strengthen warring parties’ fighting capacity. Although difficult to resolve, regional 
conflict complexes are not completely intractable. Several of the regions that were 
categorized as conflict complexes not too long ago, such as Southeast Asia, southern 
Africa, and Central America, no longer exemplify regional conflict complexes.

Figure 5.3. Connectedness
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Below follows a review of two important components of regional connections of 
civil wars: external support and war economies. These components often rely on 
preexisting networks based on ideological or ethnic affinity or stem from having a 
common adversary.

External Support and Proxy Warfare

Many conflicts experience some type of external involvement; in fact, according 
to the UCDP External Support Dataset, about 75 percent of all conflict dyads after 
1975 have at some point received external support (Croicu et al. 2011; Högbladh, 
Pettersson, and Themnér 2011; Pettersson 2011). External support adds to the 
complexity of conflicts. Evidence suggests that insurgencies that receive outside 
support generally last longer (Balch-Lindsay and Enterline 2000; Hazen 2013), are 
more intensive in terms of combat fatalities (Lacina 2006), decrease the chance for a 
negotiated settlement (Cunningham 2006, 2010), and increase the likelihood of in-
ternational disputes and conflicts (Gleditsch, Salehyan, and Schultz 2008). External 
support involves a diverse set of actors both on the supply and demand side: both 
rebel groups and regimes receive support and both state and non-state actors provide 
support, and the support varies in type and magnitude. For instance, states that are 
external to a civil war often seek influence by supporting one of the belligerents, 
either directly by participating with troops or indirectly by supplying arms, logistical 
assistance, or financial resources. Examples are abundant. Rebels from the Free Syr-
ian Army seek shelter in neighboring Turkey, while the Kurdish Worker’s Party fight-
ing the government of Turkey relies on sanctuaries within Iraq. The Mozambican 
National Resistance (RENAMO) equipped and trained their fighters in neighboring 
South Africa during the civil war in Mozambique. Perhaps the most extreme form 
of cross-border military activity is military intervention by an outside power in an 
ongoing internal conflict. Examples include Vietnam’s backing of the Kampuchean 
National United Front for National Salvation (KNUFNS) in Cambodia, and the 
intervention to support the Alliance of Democratic Forces for the Liberation of 
Congo-Zaire (AFDL) by Angola, Rwanda, and Uganda.

When a state provides support to a rebel group in another country, it is not always 
primarily driven by solidarity toward the rebel group, but often is meant to desta-
bilize a rival regime (Byman 2005; Salehyan, Gleditsch, and Cunningham 2011). 
Such war by proxy is often bidirectional. For instance, the government of Uganda 
supported SPLA in Southern Sudan, while the government of Sudan supported the 
Uganda-based rebel group LRA. Uganda and Sudan also fought a similar undeclared 
war against each other in the DRC (Prunier 2004). In this way, two states can be 
engaged in an attempt to destabilize each other, eschewing the much more costly 
alternative of direct confrontation (Salehyan 2010). During the Cold War, the risk 
of nuclear war and mutual assured destruction prevented the United States and the 
Soviet Union from fighting each other directly; instead, they fought wars by proxy 
in, for example, Angola and Afghanistan. After the end of the Cold War, proxy wars 
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have instead primarily involved states within the same regional security complex. 
Proxy wars are by definition a transnational dimension of contemporary warfare; 
moreover, they illustrate that the line between interstate and intrastate armed conflict 
is blurred (Gleditsch, Salehyan, and Schultz 2008b; Mumford 2013).

Apart from outside military support, ranging from sharing intelligence and al-
lowing access to territory to overt military intervention, external support can also be 
financial. For instance, during much of the 1980s, South Africa provided extensive 
funding to the Angolan rebel group UNITA (UCDP). External economic support 
illustrates that the transnational dimension of external support may extend far be-
yond the immediate neighborhood of a civil war. Migrants living in far-off locations 
tend to transfer large amounts of resources to their kin. Evidence suggests that such 
support from diaspora and emigrant communities are crucial both for the initiation 
of rebellion (Collier and Hoeffler 2004; Miller and Ritter 2014) and for bolstering 
the fighting capacity of rebel groups engaged in conflict (Gunaratna 2003; Nitzschke 
and Studdard 2005).

As a final note, several propositions related to the causes and effects of external 
support have not been systematically tested due to data scarcity. For instance, several 
studies suggest that clandestine external support helps sustain and escalate conflict 
(Balch-Lindsay and Enterline 2000; Cunningham 2006, 2010). However, the fact 
that not all support is overt by definition makes it difficult to collect data with decent 
coverage.

Economic Linkages and War Economies

As mentioned above, many parties receive financial support during civil wars. 
However, the transnational economic factors of civil wars extend beyond issues of 
external support, especially in conflicts located in regions with lucrative resources. 
As argued by Ballentine and Sherman, economic dimensions of civil war may be 
those characterized with the largest degree of transnationalism: “Both the supply 
and demand sides of war-making have become internationalized as combatants have 
exploited the opportunities inherent in weakly regulated national and global market-
places to trade lucrative natural resources for war materiel and financing” (Ballentine 
and Sherman 2003: 9).

When economic activity becomes militarized to a high extent and resources are 
mobilized to finance warring groups, war economies are formed (Ballentine and 
Sherman 2003; Berdal and Malone 2000; Pugh and Cooper 2004). In the type of 
war economies that often plague civil wars, predation, rent seeking, and illicit trans-
fers of goods and services become prevalent. The consequences are often detrimental 
for state capacity, institutional growth, and economic prosperity. They also create 
blurred lines between political conflict and criminal activity. These war economies 
have a strong transnational character.

Many war economies center on illegal cross-border trade in natural resources, 
which may become a way of financing rebellions. When actors are involved in armed 



86 Erika Forsberg

conflict, they are sometimes the target of international sanctions. To uphold fight-
ing capacity, these actors may come to rely on regional trade networks as a way to 
escape formal sanctions. Not discounting that grievances and ideological conviction 
drive many conflicts, there are also many examples indicating that some actors are 
motivated by financial gain and profit from continued warfare. To provide some 
examples, alluvial diamonds were important in the conflicts in Sierra Leone, Liberia, 
and Angola; timber in Burma/Myanmar, the Philippines, and Cambodia; and drugs 
in the conflicts in Colombia and Afghanistan (Le Billon 2001).

A second important trade commodity in war economies is arms. More often than 
not, rebel groups fighting a civil war do so using weapons that originate outside their 
own state. Although most arms are manufactured legally in the industrialized world, 
once they make their way into conflict regions, they become an element of regional 
smuggling. Arms and natural resources are often part of the same trade network, 
whereby arms are procured in return for access to natural resources. For example, 
when Charles Taylor was ruling Liberia, he provided mercenaries, arms, and ter-
ritorial bases for rebel groups operating in neighboring Sierra Leone. Doing so, he 
was motivated by an interest in gaining control of regional economic networks and 
diamond mines. In the end, this tactic led to the involvement of other states in West 
Africa, such as Guinea and Burkina Faso.

The illicit trade mentioned above—be it in arms, mercenaries, or resources such 
as drugs and diamonds—are often made available through various types of political 
and social networks, including ethnic ties. In addition, it should be noted that dif-
ferent types of links and networks often overlap. For instance, the establishment of 
illicit economic networks usually requires some preexisting network based on, for 
instance, political or ethnic affiliations. While political and social networks are based 
on affinity, the networks are often motivated by a shared animosity toward one or 
more other actors.

IMPLICATIONS FOR CIVIL WAR OUTCOMES

The fact that civil wars have external dimensions has a number of important implica-
tions for their duration and likelihood to transition from war to peace. It also entails 
that peace in one state may have effects that cross borders. The next sections explore 
some of the transnational dimensions that shape the prospects for a civil war to end 
and for peace to become durable.

External Dimensions That Obstruct Peace

The transnational dimensions of civil war have several implications that may 
make a war-to-peace transition less likely by involving more stakeholders, more 
resources to use for fighting (or fighting over), a wider set of issues, and the notion 
that peace in one place under certain conditions impacts other places negatively. The 



 Transnational Dimensions of Civil Wars 87

following section discusses these issues. First, when conflicts are connected across 
borders, there are more stakeholders. Particularly in regional-conflict complexes, 
there is a high risk that there are actors that benefit from continued warfare. This 
includes those involved in illicit trade and war economies, those who attempt to 
destabilize adversaries through proxy warfare, and mercenaries and private security 
firms. Many of these actors are not driven by grievances or ideological conviction. 
For them, peace could mean unemployment or the discontinuation of lucrative com-
merce. With more stakeholders involved, there is also increased uncertainty due to 
changing alliances. The war in the Democratic Republic of Congo/Zaire provides a 
vivid illustration. When the Mobutu-led Zairean government was challenged by the 
Kabila-led Alliance of Democratic Forces for the Liberation of Congo-Zaire (ADFL) 
in 1996, the rebel side was supported by Uganda, Rwanda, and Angola. After Kabila 
had toppled the regime and seized power, his former allies in Rwanda and Uganda 
soon shifted to support the emerging challenger Congolese Rally for Democracy 
(RCD), while the Kabila-led regime was instead supported by Zimbabwe, Angola, 
Namibia, and Chad. The internationalized civil war soon became known as “Africa’s 
first world war” (UCDP). With a larger set of stakeholders, it will typically be more 
difficult to craft a settlement that all major parties conceive of as a better option than 
continued conflict. Hence, if a peace process is initiated, there are more internal and 
external spoilers (Stedman 1997).

Second, a common feature of highly internationalized conflicts is that more re-
sources are available, and there may be more resources to fight for. When warring 
parties receive large amounts of economic and military support from external ac-
tors, they are likely more able and willing to continue fighting (Balch-Lindsay and 
Enterline 2000; Hazen 2013). With material inducement, warring parties may also 
consider a peace settlement as a less attractive alternative (Cunningham 2006, 2010). 
Thus, economic dimensions of war imply key challenges for peacemaking (Ballen-
tine and Nitzschke 2005; Nitzschke and Studdard 2005).

Third, an increasing number of actors involved in conflict and more sustained 
cross-border linkages typically also bring a wider set of conflict issues and incom-
patibilities, for example related to refugee flows and repatriation. To exemplify, the 
armed conflicts in Southern Africa involved a set of deeply connected issues, such 
as the status of Namibia, the apartheid system, and South Africa’s involvement in 
Angola and Mozambique (Wallensteen 2002). As a result, it proved difficult to settle 
just one conflict.

Fourth, peace processes that are successful in a national perspective may have 
negative consequences regionally. As with contagion of conflict, this process may 
manifest itself both as inspirational spillover and tangible material spillover. Peace 
has the potential of indirectly raising the probability of conflict elsewhere through 
demonstration effects (Kuran 1998; Lake and Rothchild 1998b). When a civil war 
ends by a negotiated settlement, rebel groups typically gain concessions. If such 
concessions are generous, they may inspire groups in neighboring countries to in-
crease their own demands and challenge the ruling power, which may escalate to a 
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violent outcome. Peace in one state may also cause tangible material spillover. This 
includes the transfer of weaponry and ex-combatants to new locations following a 
conflict resolution process, resulting from a failed disarmament, demobilization and 
reintegration (DDR) process. If weapons are not collected and ex-combatants are 
not provided with an alternative, former fighters may become mercenaries fight-
ing wars in neighboring countries. If not fully integrated into post-conflict society, 
ex-combatants are easy targets for mobilization by other actors. By using existing 
networks and bonds of affinity, based on ethnicity or former military cooperation, 
armed groups in nearby countries can recruit demobilized combatants lacking eco-
nomic opportunities in their home countries (Nilsson 2008a; Themnér 2011).

Aside from these comparative case studies, there are also studies that analyze the 
determinants of DDR success and failure using statistical analysis of micro-level data 
(see also chapter 11, this volume). Based on interviews and surveys in South Sudan, 
Phayal, Khadka, and Thyne (2015) find that ex-combatants are less aggrieved when 
offered job training and in the presence of the UN. In a survey of ex-combatants in 
Sierra Leone, Humphreys and Weinstein (2007) identify a range of factors associ-
ated with social, economic, and political reintegration. An avenue for future research 
could be to conduct a broader cross-case data collection regarding the success rate 
of DDR programs, which could help test the assertion that failed processes could 
lead to the movement of arms and ex-combatants to neighboring hot spots. Arms 
trade can also be a major problem that causes regional instability when conflict ends. 
When DDR programs fail, regional networks can take advantage of large quantities 
of arms becoming easily available to exploit. These arms can make their way into new 
areas, precipitating an eruption of new conflict somewhere else.

External Dimensions That Promote Peace

While cross-border linkages carry with them several complexities that work 
against a war-to-peace transition, there are also several external dimensions that 
could potentially promote peace.

First, the involvement of external actors through, for instance, third party media-
tion and peacekeeping missions have proven valuable to reach and sustain peace in 
many places. In the 216 peace agreements identified by the UCDP Peace Agree-
ment Dataset in the 1975–2011 period, third parties were involved as mediators 
and/or signatories in more than 80 percent of the cases (Harbom, Högbladh, and 
Wallensteen 2006; Högbladh 2011). Also, third party mediation makes negotiated 
settlements more likely (Regan and Aydin 2006; see also chapter 7, this volume). 
Third party involvement from the outside not only helps reach and maintain peace 
but may also limit the risk of contagion effects to neighboring areas (Beardsley 2011; 
Kathman 2011, 2010).

Second, peace in one place, or a key event in one place, can bring with it a positive 
domino effect whereby additional conflicts are resolved. In other words, conflict res-
olution may have positive externalities: the settlement of one civil war may pave the 
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way for settling other wars in the neighborhood. As noted by Wallensteen (2002), 
such peace spillover can transpire both as a consequence of settling the “hard case” 
(the most difficult conflict) first or by starting with the case most ripe for resolution. 
Evidence in favor of such “peace by piece” strategies has also been substantiated by 
Nilsson (2008b).

Third, a number of the regional obstacles identified above can also increase the 
prospects for peace if put in reverse. For instance, external support often prolongs 
and intensifies conflict by bolstering the parties’ fighting capacity. Withdrawal of 
support may increase the prospects of the parties reaching a peaceful settlement, 
since lack of resources may push parties toward war weariness and a mutual hurting 
stalemate where a settlement becomes a more attractive option (Hazen 2013). As 
noted by Ballentine and Sherman (2003) such an effect was witnessed in Mozam-
bique, El Salvador, and Nicaragua. Relatedly, regional trade networks increase the 
pool of resources available to warring actors and involve actors who profit from sus-
taining conflict. But a warring party that is reliant on a continuous flow of resources 
is also quite sensitive to disruptions (Hazen 2013). As a consequence, external efforts 
to obstruct illicit trade and monetary transfers may indirectly or directly work to 
promote peace (Hazen 2013). If warring parties rely on external parties to sustain 
their fighting capacity, then sanctions regimes and joint efforts to monitor illicit 
trade may, at least in theory, increase the likelihood of peace (Wallensteen 2011).

CONCLUSION

As evidenced by empirical patterns and systematic research, we can safely conclude 
that all civil wars have transnational dimensions, with variation found in magnitude 
and types. Several findings can be considered empirically robust. First, scholarly 
work points to the importance of war economies and crosscutting allegiances in 
sustaining conflicts. Second, there is strong support for a neighborhood effect of civil 
war, stemming from both clustering of civil war determinants and contagion effects. 
Third, external parties are important actors in both reaching negotiated settlements 
and in mitigating the regional effects of wars.

Yet many knowledge gaps remain, due to methodological challenges, data scar-
city, and underdeveloped theories. Thus, future studies of the transnational dimen-
sions should continue to strive for identifying the most appropriate unit of analysis 
and data sources to assess any given mechanisms. For many research questions, a 
mixed-method approach may be the most adequate strategy. If statistical analysis 
has established the strength and direction of a correlation, intense examination of 
strategically selected cases may provide additional insights into the causal process, 
especially when the temporal dimensions are not easily modeled over a large set of 
cases. This is often the case when a connection between two conflicts is established 
in the pre-war environment and, as a consequence, truncated in existing datasets of 
armed conflicts. Case study research may also serve to improve our understanding 
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of the transnational dimensions of civil war by further studying puzzling variations 
and deviant cases. What has kept places like Malawi, Botswana, and Zambia from 
experiencing armed conflict when they, according to existing findings, should be 
high-risk cases? Zambia is located in a “bad neighborhood” with several civil war 
neighbors in the post–Cold War period (Angola, Democratic Republic of Congo, 
and Mozambique), has been exposed to spillover from these conflicts, and has itself 
meddled in conflicts by sending troops and other types of external support. In ad-
dition, Zambia has several domestic features that would make it likely to experience 
civil war, for example, ethnic competition and low GDP per capita. Yet, Zambia has 
not experienced civil war. Investigation of such deviant cases may uncover new and 
unspecified mechanisms (Gerring 2007).



II
FACTORS THAT END CIVIL 
WARS AND PROMOTE PEACE
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For about a decade after the Cold War ended, civil wars ended at a faster rate than new 
wars began, resulting in a decline in the number of ongoing conflicts in the interna-
tional system. This chapter will explore several factors that influence whether a conflict 
will end in rebel victory, a government victory, or a negotiated settlement. One con-
sistent finding across studies is that the outcome of a civil war is, in part, a function of 
its duration: the longer civil wars last, the less likely they are to end in military victory. 
When governments defeat rebels, they usually do so early in the conflict, when they 
have a military advantage over a nascent rebel organization. The evidence also suggests 
that rebel victories tend to occur early in the conflict. If neither side prevails early, then 
after about five years, the most likely outcome is a negotiated settlement.

What, then, accounts for the duration of civil wars? One factor implicated in 
the duration—and, therefore, the outcome—of civil wars is that of third party 
intervention. A large proportion of post–World War II civil wars have been “inter-
nationalized” in the sense that one or more nations intervened on the government’s 
or the rebel’s side (see also chapter 5, this volume). The literature shows that these 
interventions are typically associated with civil wars of longer duration, contrary to 
the expectation that intervention might tip the balance on the battlefield.

This chapter focuses on the impact of third party interventions on the evolution 
and conclusion of civil wars. Specifically, the chapter identifies those factors that af-
fect the duration and outcome of civil wars by engaging the following questions: (1) 
What are the forms of third party intervention? (2) What factors make nations more 
or less likely to intervene in a given civil war? (3) How does third party intervention 
affect the duration and outcome of such conflicts?

Several excellent reviews address questions pertaining to third party interventions 
into civil wars (e.g., Regan 2010; Shelton et al. 2013). Although we emulate these 
reviews by examining the literature on third party intervention, our primary goal is 
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to suggest ways forward for future research, the task to which we devote the latter 
portion of the chapter. Moreover, we make note of the many conflicting findings 
uncovered by researchers. Although conflicting findings are partly the result of the 
varying definitions of civil war, intervention, and other data-related particularities, 
we argue that these disagreements offer a useful teaching tool. By identifying the 
way findings are affected by a researcher’s theoretical focus and research design, the 
interested student is afforded an opportunity to reflect upon the social science craft.

THE DURATION AND OUTCOME OF CIVIL CONFLICTS

Civil conflicts are a particularly deadly and destructive form of conflict, with features 
that are noticeably different from their interstate counterparts. According to Brandt 
et al. (2008), there were more than four times as many civil wars as interstate wars 
in the world during the period 1946–1997. These conflicts, on average, last about 
four times as long as interstate wars, and the average duration of civil conflicts in-
creased even as the number of new conflicts has declined since 1994 (Fearon and 
Laitin 2003). As a result, there was a steady accumulation of ongoing conflicts that 
did not diminish until several years after the end of the Cold War. After that point, 
the duration of civil conflicts actually fell, resulting in fewer ongoing wars overall.

These patterns are important, as the duration of civil conflicts is highly correlated 
with their overall destructiveness. Although civil conflict produces casualties at a 
lower rate than international conflict, their relatively longer duration results in a 
much higher cumulative death toll. Civil conflicts are also known for their unusually 
high stakes. The warring factions are locked together within the same borders and 
must coexist after the war concludes, and defeat often means elimination for rebel 
leadership and followers alike. As a result, protracted civil conflicts are extremely 
difficult to bring to an end (Brandt et al. 2008; DeRouen and Sobek 2004; Fearon 
2004; Greig and Regan 2008; Licklider 1995a, 1995b; Mason and Fett 1996; Mason 
et al. 1999; Walter 1997, 2002; Zartman 1989).

There is a significant body of empirical research that explores the dynamics of civil 
war duration and outcome. This literature finds, among other things, that duration 
and outcome are functions of the strength or number of the various factions (Cun-
ningham 2006, 2010; Cunningham et al. 2009; Mason and Fett 1996; Mason et al. 
1999); the capacity of the state (DeRouen and Sobek 2004; Fearon 2004); or the 
strategy employed by the combatants (Arreguin-Toft 2001; Kalyvas 2006; Kalyvas 
and Kocher 2007b; Mack 1975; Mason and Krane 1989). The duration of civil 
conflicts is also directly implicated in their outcome, with Mason and Fett (1996) 
finding that the duration of a civil conflict is the single greatest predictor of whether 
a given war will end in a decisive victory or a negotiated settlement. Such logic leads 
Fearon (2004, 276) to conclude that “civil wars last a long time when neither side 
can disarm the other, causing a military stalemate. They are relatively quick when 
conditions favor a decisive victory.”
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Given these empirical regularities, it is no surprise that many social scientists and 
policy makers argue that it is imperative for third parties to intervene into civil wars 
in order to bring about as swift a conclusion as possible (Licklider 1995a, 1995b; 
Smith 1994). Yet there is serious disagreement in the extant scholarship on this 
point. For example, research finds that third party intervention can actually pro-
long civil wars (Balch-Lindsay and Enterline 2000; Cunningham 2006), and policy 
makers have expressed serious reservations about the efficaciousness of third party 
intervention. Luttwak (1999), for example, argues there is little that international 
parties can do to resolve a civil conflict, and that policy makers ought to “give war 
a chance.” Only by allowing the grievances underlying a conflict to “burn out” on 
their own can a conflict ever be seriously resolved. To do otherwise risks freezing the 
conflict in place and delaying further hostilities for a later date.

That disagreement aside, civil conflict duration and outcomes are highly amenable 
to outside intervention (Brandt et al. 2008). One significant set of findings is that 
the apparent decline in civil wars after 1994 is a function of intervention by the in-
ternational community, including the deployment of peacekeepers, negotiators, and 
mediators (Hegre 2004; Harbom et al. 2006). However, not all third party interven-
ers act in order to resolve civil conflict. Some seek to deliberately prolong conflicts 
or alter the battlefield for their own purposes (Balch-Lindsay and Enterline 2000; 
Findley and Marineau n.d.; Gent 2008).

Third party interventions also vary widely in their forms and functions, rang-
ing from the supplying of combat personnel and war material, to the direct use of 
military force by the third party (Regan 2010). This variation suggests that conflicts 
do not occur in isolation, waiting for outside powers to intervene but, rather, are 
deeply enmeshed in world politics. In the following four sections, we elaborate the 
ways in which international relations directly affect the duration and outcome of 
civil conflicts.

FORMS OF THIRD PARTY INTERVENTION

While it is possible to speak of purely “internal” conflicts, there is a long-standing 
recognition in the literature that the civil war process has a significant international 
component (Deutsch 1964; Modelski 1964; Rosenau 1964). Much of the contem-
porary research on civil war draws upon these foundational insights. A brief look at 
the early research on the subject is therefore necessary in order to provide context 
for contemporary advances.

Third party intervention encompasses an extremely broad class of behaviors, and 
it can be difficult to identify these behaviors because they are so easily conflated with 
policies that international actors undertake in order to influence the domestic politics of 
other states. However, as Rosenau (1968, 1969) discusses at some length, simple third 
party influence is a part of the ordinary course of international affairs. This distinction is 
crucial, as the earliest literature on third party intervention, according to Rosenau, fails 
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to distinguish between military intervention and much larger classes of behavior, in-
cluding propaganda (e.g., Fenwick 1941), diplomatic intervention (e.g., Wright 1939), 
and ideological persuasion (e.g., Morgenthau 1967). Although these latter phenomena 
might be seen as intervention, they are relatively more common than military force; 
moreover, they are well within established norms of international practice.

An overly vague definition of third party intervention also renders the topic nearly 
impossible to analyze. The topic therefore requires an operational definition that meets 
sharp criteria. Rosenau argues that such a definition must satisfy two general criteria. 
Intervention is: (1) convention breaking, meaning that it occurs outside the normal 
course of international politics; and (2) authority targeting, meaning that it is “directed 
at changing or preserving the structure of political authority in the targeted society” 
(Rosenau 1968: 167). By these criteria, the normal practices of international relations 
can be excluded (Regan 2000: 9). It should be noted, however, that these criteria are 
not necessarily concerned with civil wars, but with military interventions in general.

With respect to civil war, Regan (2000) offers a definition that satisfies Rosenau’s cri-
teria, namely, that third party intervention is the use of an actor’s resources to affect the 
course of a civil conflict (Regan 2000: 9). These resources may be spent in a variety of 
ways that include, but are not limited to the following: (1) diplomatic methods, which 
can include mediation, arbitration, or the use of international forums (Regan 2000; 
Regan and Aydin 2006; Regan et al. 2009: 6–7); (2) economic intervention, including 
sanctions, inducements, and foreign aid (McNab and Mason 2007); (3) the deploy-
ment of peacekeepers (Fortna 2004); (4) covert or overt support for one of the warring 
factions in the form of funds, sanctuary, and weapons (Salehyan 2009; Salehyan et al. 
2011); and, (5) direct military intervention (Balch-Lindsay and Enterline 2000; Balch-
Lindsay et al. 2008; Mason and Fett 1996; Mason et al. 1999).

Diplomatic interventions, economic inducement, and the deployment of peace-
keepers are covered elsewhere in this volume (see chapters 7, 8, and 9), and our 
focus in the remainder of this chapter is on external support and direct military 
intervention. This limit to the discussion is not unreasonable, as external support 
and military intervention are convention breaking and specifically designed to affect 
the balance of power on the battlefield. Such actions can also be extremely costly 
to the intervener. The decision-making processes underlying interventions therefore 
merit special attention.

WHAT FACTORS MAKE STATES  
MORE LIKELY TO INTERVENE?

Among the most important questions in the intervention literature are: Which third 
parties intervene? Where do third parties intervene? And why do third parties inter-
vene? The conventional wisdom asserts that third parties intervene in order to engage 
in conflict resolution, thereby reducing the duration of civil war and increasing the 
odds of a negotiated settlement (Carment and Rowlands 1998; Krain 2005; Lick-
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lider 1995a, 1995b; Regan 2000). There is considerable debate on the plausibility 
of assuming the motives of third parties. Some scholars claim that third parties are 
rarely willing to pay the costs of intervention for purely humanitarian reasons (e.g., 
Morgenthau 1967), while others argue that third parties may intervene to pursue 
other, extra–civil war goals (e.g., Balch-Lindsay and Enterline 2000).

The management of civil conflicts gained considerable attention following the 
conclusion of the Cold War (e.g., Annan 1999; Deng 1995; Deng et al. 1996; 
Smith 1994; Stedman 1993; Wheeler 2000). The failure of the global community 
to prevent genocides in Rwanda and Bosnia generated a movement among policy 
makers commonly called the “Responsibility to Protect,” or R2P, in which it is held 
as a duty of the international community to intervene in states that fail to prevent 
atrocity within their own borders. In a contrary assessment, Stedman (1993) argues 
that this post–Cold War tendency leads its advocates to engage in increasingly ex-
pansive and unrealistic interventions. Conversely, Finnemore (2004) tracked the 
evolving purpose of intervention, finding that assertions of universal human rights 
have become a common justification. However, the evidence seems to suggest that 
international interventions are remarkably successful in bringing about a negotiated 
settlement (Brandt et al. 2008; Mason et al. 1999).

Despite changing norms, empirical research shows that not all conflicts are likely 
to be targeted for intervention. Humanitarian interventions are conditioned by a 
selection effect. Specifically, the very process by which a civil conflict captures the 
attention of the global community, the requirements for achieving collective action 
among nations and obtaining consent from the UN Security Council, and then the 
assembling a peacekeeping force means that only the most difficult civil-conflict 
cases are the subjects of UN intervention (Gilligan and Stedman 2003). Thus, inter-
veners and peacekeepers often become involved in the “hard cases” of civil wars that 
are most difficult to resolve.

Although it is clear that conflict management is an increasingly important motive, 
accumulating evidence shows that third parties are anything but selfless. Foremost 
among the ulterior motives of potential interveners is that of geopolitics, in which a 
civil conflict’s regional environment motivates outside powers to action. The regional 
environment provides the necessary milieu for third party interaction with a civil 
conflict (Buhaug and Gleditsch 2008; Gleditsch 2007). Indeed, the earliest studies in 
this area suggest that the geographic proximity is one of the most influential factors 
in determining who intervenes and where (Pearson 1974).

Civil wars also generate considerable cross-national externalities within their re-
gional environments by generating refugee flows, depressing regional economics, and 
destabilizing nearby states (Murdoch and Sandler 2004; Gleditsch 2007; Salehyan 
and Gleditsch 2006). Intergovernmental organizations may intervene in order to sta-
bilize the conflict region (Beardsley 2011), and nearby states may become involved if 
their leaders believe that their own states are vulnerable to the spread, or contagion, 
of civil conflict (Kathman 2010, 2011). Third parties may also become involved in 
conflicts for purely material reasons, intervening in order to plunder resources or 
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protect economic interests (Balch-Lindsay and Enterline 2000; Balch-Lindsay et 
al. 2008; Findley and Marineau n.d.; Koga 2011). The Congo Wars (1996–2003) 
remain the classic example of each of these phenomena. In those cases, a variety 
of states intervened in the civil war afflicting the Democratic Republic of Congo. 
Rwanda, for example, intervened in order to thwart Hutu raiders that had been 
expelled after that country’s genocide, while Zimbabwe deployed military forces in 
order to extract a variety of precious stones and metals. Indeed, so many countries 
intervened in this “civil conflict” that, as noted in a previous chapter, it has often 
been called Africa’s “first world war” (Stearns 2011).

Ethnicity also exerts a special kind of influence within the regional milieu, with 
cross-border communities and transnational diasporas providing a crucial link 
between interveners and their targets (Carment 1993; Carment and James 1996; 
Carment and Rowlands 1998; Davis and Moore 1997; Gleditsch 2007; Trumbore 
2003). Which states are likely to intervene in favor of their co-ethnics is a source of 
considerable controversy. One piece of conventional wisdom holds that the norms 
of sovereignty within international society is a natural limit on intervention (e.g., 
Jackson and Rosberg 1982), while another is that states vulnerable to ethnic seces-
sion will be reluctant to intervene abroad in fear of encouraging their own aggrieved 
ethnicities to rebel (e.g., Herbst 1989; Touval 1972). Saideman (1997, 2001, 2002), 
by contrast, asserts that leaders of would-be interveners must pay attention to the 
preferences of the domestic constituencies that elevated them to power. Should 
these constituencies share an ethnic affinity with citizens of another state, rational 
and self-interested politicians may be forced to consider intervention into a conflict. 
Koga (2011) elaborates on the special role played by these kinds of domestic politics, 
finding that democratic states are especially likely to intervene in a civil war abroad 
if ethnic ties between the two are present.

Beyond the regional environment, world politics has a significant role to play. 
Research in this area is tentative, but a number of interesting conclusions have been 
reached. At this level of analysis, third parties are often less concerned with regional 
stability than with the possibility of undermining their interstate rivals (Akcinaroglu 
and Radziszewski 2005; Balch-Lindsay and Enterline 2000; Balch-Lindsay et al. 2008; 
Findley and Teo 2006). Moreover, the mere presence of a rivalry is enough to prolong a 
civil conflict because rebels expect the rival state to intervene on their behalf (Akcinaro-
glu and Radziszewski 2005). Examples from the Cold War are frequently invoked in 
this line of reasoning. In one classic case, American decision makers perceived the Soviet 
invasion of Afghanistan as a threat to U.S. interests in the Persian Gulf and therefore 
sought to aid rebels fighting in that conflict (Scott 1996: 42–43; Findley and Teo 2006).

The Cold War also highlights an interesting class of intervention, that of the 
“proxy war.” Because intervention can be costly, and aiding a rival state’s rebels 
constitutes a direct violation of sovereignty, many states wage war covertly or on 
the cheap, basically outsourcing their militaries. Research shows that rival states 
give sanctuary to one another’s territories and supply rebel movements with men 
and materiel (Salehyan 2009; Salehyan et al. 2011). The supply of Angolan rebel 
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groups like the MPLA and UNITA by the rival superpowers during the 1980s is an 
outstanding example—superpower proxy war was partly responsible for the multi-
decade duration of that conflict. Salehyan et al. (2011) develop this logic within a 
principal-agent framework, arguing that foreign supply of patronage and the rebel 
demand for it are, in part, a function of rebel-group strength. The strongest rebel 
groups are unlikely to seek outside support, while foreign powers are unlikely to aid 
weak rebel groups. Similarly, rebel movements are more likely to receive support if 
they have an international audience or constituency, including ethnic and religious 
affinities (Jenne 2007; Saideman 1997, 2001, 2002; Trumbore 2003).

The Cold War is also interesting because of the way scholars model its effects in 
their statistical studies. Typically, the Cold War enters into a quantitative model as 
an atheoretical indicator variable marking the years 1946–1989. However, the Cold 
War was more than just a period of heightened tensions occurring in a particular 
time. Rather, it was a period in which policy makers observed the entire international 
system when considering the implications of their decisions. The United States’ in-
tervention in Vietnam (1964–1973), for example, was motivated by concerns over 
the security of regional states and over its reputation among American allies glob-
ally. Similarly, the Soviet Union intervened in Afghanistan (1979–1988) in order to 
uphold the so-called Brezhnev Doctrine that sought to maintain solidarity within 
the Soviet bloc. Finally, the United States decided against intervention during the 
Hungarian Revolt (1956) in order to avoid antagonizing the Soviets in a region they 
considered to be of vital interest. Interestingly, this latter case highlights a case of 
nonintervention, a phenomenon that has received little attention.

We therefore propose that military intervention and proxy war should be consid-
ered as components of a broad class of security-seeking behaviors engaged in by third 
parties in which third parties “observe” the entire international system when consid-
ering their actions. This kind of security-seeking decision making by policy makers 
may have diminished after the Cold War, yet we argue that political leaders still 
consider civil wars within global and regional systems. Research already shows that 
the Cold War directly affected the tactics by which civil wars are fought (Kalyvas and 
Balcells 2010), and Thyne (2009) shows that rebels and governments account for 
international relations when making decisions about the intrastate conflict environ-
ment. Thus, while it is widely accepted that third parties are strategic actors within 
the context of a conflict, their strategic interactions with the broader international 
environment is a neglected area of study.

WHEN AND WHY DO STATES INTERVENE  
OVER THE COURSE OF CONFLICT?

In this section, we address the question of the timing of third party intervention; that 
is to say, when and why do third party states intervene in conflict? The question of 
timing is naturally situated within the bargaining model of war (e.g., Fearon 1995; 
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Powell 2006; Reiter 2003; Walter 2009a). The bargaining model holds that conflicts 
are an information-revealing process in which the warring parties learn about one 
another’s capability as combat ensues and then continually update their estimates of 
the utility for continuing the fight or seeking a negotiated settlement.

The bargaining model affords important insights for understanding the outcome 
and duration of civil wars. Given that capability and resolve are not normally known 
at the outset of conflict and because neither side is able to credibly commit to a 
peace agreement, war becomes the default solution (Walter 1997, 2002). War, then, 
is a bargaining failure, and if one side possesses an advantage in capability or resolve, 
then that side is likely to achieve victory quickly. However, because the state nearly 
always possesses an advantage, rebel victory is rare. When rebels actually succeed, 
they generally do so in the first few years of the conflict.

After about five years, the odds that either side will achieve victory in the civil 
war declines to nearly zero (Brandt et al. 2008; Mason and Fett 1996; Mason et 
al. 1999). Even after the odds of victory have fallen, however, protracted civil war 
may continue in a condition called a “mutually hurting stalemate” owing to the fact 
that neither side is able to credibly commit to peace (Zartman 1989). Third par-
ties may provide the solution. International interveners are able to credibly commit 
to desegregating and demobilizing the warring factions, basically guaranteeing the 
peace (Carment and Rowlands 1998; Licklider 1995a, 1995b; Mason and Fett 1996; 
Regan 2000; Walter 1997, 2002).

The Rwandan Genocide of 1994 is one of the most notable examples of this logic. 
Walter (2002: 143–59), for example, shows how the failure of credible international 
commitments after a three-year civil war (1990–1993) contributed to the genocide. 
Under international supervision, the ethnic Tutsi rebels of the Rwandan Patriotic 
Front and the predominately Hutu government were actually willing to travel quite 
a distance down the road to peace, resulting in the signing of the 1993 Arusha Ac-
cords. Unfortunately, international commitment to these accords was revealed to 
be empty after United Nations peacekeepers were deliberately targeted. The UN’s 
subsequent removal of the bulk of the force and overall refusal to reintroduce the 
peacekeepers exacerbated mutual security concerns among the Tutsi and Hutu com-
munities, resulting in a resumption of hostilities and the initiation of genocide. In 
the aftermath of the killings, the Carnegie Commission for the Prevention of Deadly 
Conflict concluded that the reintroduction of even as few as five thousand peace-
keepers could have prevented much of the violence (Walter 2002: 159). Although 
these arguments suggest great efficacy for humanitarian conflict management, they 
run directly counter to significant findings in the literature. Several scholars argue 
that third parties can intervene and lend their support to one side or the other in 
an attempt to alter the balance of power on the battlefield for their own interests 
(Balch-Lindsay and Enterline 2000; Balch-Lindsay et al. 2008). Some third party 
interveners are also more interested in looting resources or in undermining rival 
powers (Balch-Lindsay et al. 2008; Findley and Marineau n.d.; Ross 2004b). Thus, 
third party intervention can actually increase the duration of civil war for reasons of 
an entirely strategic nature unrelated to humanitarianism.
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For these reasons, several studies have undertaken the crucial step of disaggregating 
interventions by type: government biased, rebel biased, and balanced (Balch-Lindsay 
and Enterline 2000; Balch-Lindsay et al. 2008; Collier et al. 2004; Mason and Fett 
1996; Mason et al. 1999; Regan 2002; Regan and Aydin 2006). Balch-Lindsay and 
Enterline (2000) and Balch-Lindsay et al. (2008) find that interventions on behalf of 
the government decrease the time until negotiated settlement and increase the odds 
of such an outcome, but intervention on behalf of the rebels increases the odds of an 
opposition military victory. Balanced interventions in which third parties intervene 
on behalf of the government and rebels simultaneously, however, decrease the odds 
of negotiated settlement and lengthen the duration of hostilities.

These findings are not uncontested. Collier et al. (2004) show that rebel-biased 
interventions decrease the duration of civil wars, but interventions in favor of the 
government have no effect. Mason et al. (1999) find that third party intervention 
reduces the probability of settlement, regardless of its bias, although this effect at-
tenuates with time—if a conflict becomes protracted, intervention and negotiated 
settlement become more likely. Finally, Regan (2002) and Regan and Aydin (2006) 
find that biased interventions have no effect.

Such a collection of contradictory findings poses an exceeding difficult puzzle for 
the literature. Gent (2008) argues these contradictions arise because the primary goal 
of an intervention is to affect the outcome of a civil war, not its duration. Because 
third parties are concerned mainly with outcome, they will intervene when military 
force will have the greatest marginal effect: “going in when it counts” to use Gent’s 
turn of phrase. Because government forces are able to defeat weak rebels, govern-
ment-biased intervention is unlikely to occur in such a case. Only when governments 
are on the verge of defeat by stronger rebels will government forces intervene. Con-
versely, weak rebels are unable to defeat the government even with military support; 
thus, third parties will intervene in favor of rebel forces only when they present a 
credible chance of victory over the government.

Regan (2010) further suggests that many of these contradictory findings are a re-
sult of the use of very different datasets, each with its own definition of civil war and 
intervention. It is further possible that interventions consisting in the actual deploy-
ment of military forces decrease the odds of a quick victory or negotiated settlement, 
but that less obtrusive interventions produce a more dramatic impact.

HOW DOES INTERNATIONAL INTERVENTION AFFECT  
THE DURATION AND OUTCOME OF CONFLICTS?

While the timing of intervention is subject to some debate, the mechanisms by which 
intervention affects duration and outcome are clearer. Scholarship in both the aca-
demic and policy arenas find that external patrons and military interventionists can 
dramatically assist rebel movements in their ability to challenge governments. Rebels 
are typically at a military disadvantage relative to the governments they seek the chal-
lenge, and so external support is one of the crucial determinants of rebel military 
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success and decreased odds of government victory (Balch-Lindsay and Enterline 2000; 
Byman 2001; Connable and Libicki 2010; Mason et al. 1999; Record 2006, 2007; 
Salehyan 2007, 2009; Salehyan et al. 2011; Shelton et al. 2013). Only one study finds 
evidence that external support for rebellion decreases the odds of rebel military vic-
tory—Thyne (2009). Thyne argues that when particularly weak third parties support 
rebel movements, the odds of opposition success are greatly diminished.

Evidence in favor of government-biased interventions is less certain and condi-
tional on highly nuanced factors. Sullivan and Karreth (n.d.) find that government-
biased interventions are effective only when rebel capabilities match or exceed those 
of the state, and Lyall and Wilson (2009) find that government-biased intervention 
is counterproductive because it is perceived as illegitimate by the population, thereby 
increasing support for rebel movements within the conflict state.

Beyond biased intervention, outside actors can prolong civil wars and shape their 
outcome simply by being present (Mason and Fett 1996: 553). Indeed, the intro-
duction of military forces by an outside power adds another actor whose consent is 
required in order for a negotiated settlement to occur (Cunningham 2006). This is 
especially problematic when intervening powers bring their own separate agendas to 
the negotiating table (Cunningham 2010).

Additional work examines the effect of intervention on war-fighting tactics and 
civilian victimization. Tactics are not directly the subject of this chapter, but the 
manner in which wars are fought is a product of international factors (e.g., Fearon 
2004; Kalyvas and Balcells 2010), and, in turn, tactics directly impact civil war dura-
tion and outcome (e.g., Fearon and Laitin 2003; Enterline et al. 2013; Lyall 2010b; 
Lyall and Wilson III 2009; Paul et al. 2010; Sullivan 2007). Tactics may influence 
the duration and outcome of civil wars in two general ways: opposition use of insur-
gent tactics, and war-fighting methods that victimize civilians.

With respect to insurgency, nascent rebel organizations are frequently forced to 
hide from governmental forces (Arreguin-Toft 2001; Fearon and Laitin 2003; Lyall 
and Wilson III 2009). This tactic carries a political dimension, in that it seeks to 
prolong conflict beyond the patience of the incumbent authorities (Arreguin-Toft 
2001; Mack 1975; Mason and Fett 1996; Record 2007). Many of the classic works 
on guerrilla strategy expound on the use of these tactics in such places as China, Viet-
nam, Cuba, and Algeria (e.g., Giap 1962; Guevara 1961; Mao 1961; Taber 1970).

Insurgent tactics frequently have an international origin. Fearon and Laitin (2003: 
75) call them a “technology of military conflict” that may be passed around among rebel 
actors in the international system. Kalyvas and Balcells (2010) make a special point of 
this, noting that the Cold War was characterized by a transnational Marxist movement 
that was responsible for funneling thousands of insurgents into conflicts around the 
world. Modern civil conflicts find a counterpart in the transnational Islamist movement 
and the movement of foreign fighters around the globe (Hegghammer 2010, 2013).

The manner in which governments oppose insurgent tactics has a bearing on 
duration and outcome as well. Weak states afflicted with corruption, inept counter-
insurgency practices, and authoritarian governments frequently lack the ability to 
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even find insurgents and so react by “draining the sea”; that is to say, by disrupting 
the population that gives sanctuary to the rebels (Downes 2006, 2007; Mason and 
Krane 1989; Toft and Zhukov 2012; Valentino et al. 2004; Zhukov 2007). Rebels, 
too, often victimize civilians and prey upon the populations under their control 
(Hultman 2007; Kalyvas 2006; Wood 2010).

However, civilian victimization and harsh counterinsurgency carry significant 
risks because such tactics alienate the population and drive them into the arms of 
the opposing side (Kalyvas 2006; Kalyvas and Kocher 2007; Mason and Krane 1989; 
Zhukov 2007). More effective tactics try to recruit civilians through a “hearts and 
minds” style of war fighting (Enterline et al. 2013; Lyall 2010a). A shift to such a 
strategy was a notable feature of late-stage Vietnam, as well as Iraq after 2007.

Yet, if the use of harsh tactics by either side is so counterproductive, research-
ers must ask why combatants choose them in the first place. Recent work has thus 
opened up the “black box” of war and posited that as the various factions in a con-
flict gain or lose strength, they seek to impose costs on the other side or to extract 
resources from the population as capabilities decline (Hultman 2007; Kalyvas 2006; 
Wood 2010). Moreover, some warring factions in civil conflict come to rely on pre-
dation as a form of “taxation” that may be used to fund continued warfare. Wood 
et al. (2012) therefore conclude that because military intervention significantly adds 
to the strength of the supported faction, the side so supported will have less of a 
need to prey on civilians. However, the waging of proxy war below the threshold of 
direct military intervention also reduces the need for rebels to obtain the support of 
civilians in their area of control, but not to the point that they can function indepen-
dently, thus encouraging predation of civilians by the rebels (Salehyan et al. 2014).

War-fighting tactics represent a rapidly growing area in the literature full of inter-
esting puzzles and excellent research, but little work has actually connected them to 
civil war duration or outcomes. The work that does exist does not paint an optimis-
tic picture for third party decision makers. Sullivan (2007) argues that the effect of 
military power and resolve on war outcomes varies, and that stronger states are likely 
to underestimate the costs of victory as the impact of resolve increases relative to 
war-fighting capacity. Thus, high-capacity democracies, which are so susceptible to 
public opinion, may be especially prone to defeat during insurgencies, although Lyall 
(2010b) contradicts this by finding no link between regime type and intervention 
outcome or duration. That said, one of the few studies on the long-term impact of 
third party counterinsurgent tactics on war outcomes finds that there is a “window 
of opportunity” for counterinsurgents to employ the hearts-and-minds strategy. The 
effectiveness of this strategy declines after about eight years (Enterline et al. 2013).

Because this area of research is relatively new, a number of interesting questions 
remain unresolved. For instance, in what ways does civilian victimization contribute 
to civil war duration? In what way does the defection of civilians from one side to the 
other affect war outcome? How does the prospect of international intervention affect 
the likelihood that a particular tactic will be adopted even before the intervention 
occurs? We return to these and other questions in the next section.
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FUTURE RESEARCH

In this section, we identify unresolved puzzles in the literature and suggest directions 
for future research. These directions are (1) consideration of alternate units of analy-
sis, (2) opening up the “black box” of third parties by examining the way in which 
domestic politics and institutions in third parties affect their decision making, and 
(3) a reintegration of research on intervention with the broader literature on world 
politics. We discuss each direction in turn.

Alternate Units of Analysis

One fact that stands out in the third party intervention literature is the presence of 
so many conflicting findings. Findley and Teo (2006) contend that this has occurred 
because much of the research has not actually studied third party intervention; 
rather, its focus is on those traits of civil wars that attract third party interveners. 
Indeed, the field has historically been phenomenon-centric, which is to say that the 
research has taken the civil war or the state in which the conflict occurs as its unit 
of analysis. However, such a focus causes the researcher to privilege a conflict’s traits 
at the expense of “who intervenes, why, and on whose side” (Findley and Teo 2006: 
828). Answering questions such as these requires an actor-centric approach in which 
the research examines the traits of actor, rather than the conflict.

Consistent with this insight is the recent rise of dyadic datasets that pair rebel ac-
tors with the governments with whom they are at war (see chapter 15). Among other 
things, these data have enabled a new stream of research to examine the effect of rebel 
military strength, command ability, territorial control, and transnational constituencies 
on conflict duration, peace processes, and the likelihood that external actors will pro-
vide arms and funding (Cunningham et al. 2009, 2013; Salehyan et al. 2011). A natu-
ral move for this literature is therefore to incorporate the involvement of third party 
militaries into the dyad, or to even move beyond the dyad into more complex units.

Another important data-related development is that of events-data, which catalog 
individual battles and atrocities within the conflict (see chapter 15). The emergence 
of such data allows researchers to explore the way in which intra-conflict events affect 
bargaining and, thus, the likelihood that third parties will intervene. Following from 
Gent (2008), it is known that third parties are more likely to intervene when they 
will have the greatest impact. Events on the battlefield should, therefore, provide this 
information to third parties, teaching them the utility of intervention and thereby 
affecting the timing of intervention.

There are several research questions that could take advantage of these new develop-
ments. For example, do battle outcomes affect the likelihood that third parties will in-
tervene in civil war? Violence in places like Libya in 2011 and the Democratic Repub-
lic of Congo (DRC) in 1998 suggest that the answer to this question is yes. As battle 
events move toward strategic locations, such as capital cities, ethnic enclaves, or mineral 
and oil deposits, third parties may become more likely to interfere in order to protect 
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their interests. In Libya, for example, the North Atlantic Treaty Organization (NATO) 
intervened as a result of rebel battle losses, while in the DRC, various governments 
intervened to support the government after it sustained losses at the hands of rebels.

Domestic Politics

The traits of warring factions and conflicts are a frequent object of study, but those 
of the third party state have received considerably less attention. Our second sug-
gested area of focus is therefore the third party’s decision calculus. Third party states 
must pay for the costs of intervention, including those paid in terms of casualties, 
monies, or the opportunity to carry out other international or domestic priorities. 
Indeed, the decision makers within these states, like all political actors (e.g., Bueno 
de Mesquita et al. 2003), must satisfy their domestic constituencies, and the costs 
attendant to intervention may make this impossible. The interventions of the United 
States in Vietnam and Iraq, or the Soviet Union in Afghanistan, were notable for 
the domestic dissatisfaction their costs incurred and subsequent ejection of political 
leaders from office. This link is well understood with respect to international conflict 
(e.g., Bueno de Mesquita and Siverson 1995), but civil war researchers have not 
focused much attention on the issue.

The domestic costs of intervention suggest a number of additional puzzles. Cur-
rent literature examines the effect of war fighting on the public’s willingness to 
absorb the costs, and the effect of war on democratic elections (Arena 2008; Sullivan 
2008; Koch and Sullivan 2010). In the next wave of research, scholars should exam-
ine the way in which future-regarding leaders integrate the impact of public opinion 
into their initial intervention decisions. Third party decision makers are almost 
certainly aware of public opinion’s effects on tenure. It therefore makes sense that 
they would consider it before even deciding whether or not to intervene. As with the 
effect of the Cold War on intervention, this insight on public opinion suggests that 
nonintervention is a significant problem that scholar must grapple with.

There are a large number of possible topics here, each of which examines the 
initial decision to intervene (or to abstain). For example, how and when do leader 
assessments of public opinion affect the scale of intervention? How do the outcomes 
of past interventions affect leader tenure in office? Relatedly, are all interventions the 
same, or does the level of commitment by the third party generate feedback into the 
domestic political system and, hence, affect the duration of the intervention and the 
outcome of the civil conflict? Moreover, does a costly military intervention render 
future leaders less likely to engage in them, effectively making them “learning” actors 
that take cues from events decades in the past? Initial research would suggest this to 
be the case (e.g., Pickering 2001).

There is also the issue of opportunity costs. Leaders come into office with a whole 
portfolio of international and domestic policy programs and preferences. Emphasiz-
ing one or the other reduces the time that can be spent on another, with increased 
military spending detracting from other domestic priorities. Lyndon Johnson learned 
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that, much to his detriment, intervention in Vietnam crowded out funding for his 
Great Society programs and drained his political capital (Bernstein 1996). It is argu-
ably the case that President George W. Bush’s 2005 push for Social Security reform 
was similarly impacted by the war in Iraq.

This emphasis on domestic politics also suggests a need to “open the black box” of 
the third party state. To date, most of the quantitative literature treats the third party 
state as a unitary actor. Yet states are, in actuality, aggregations of multiple competing 
interests. Some important qualitative literature has examined this area. Scott (1996), 
for example, examines the effect of bureaucratic infighting on the development of 
the Reagan Doctrine of American intervention in Cold War–era conflicts. The final 
form of the doctrine was not simply a directive issued by Reagan and then seam-
lessly executed by the policy apparatus, but actually evolved out of the interaction 
of the president’s ability to influence the bureaucracy, laws enacted by the Congress, 
and the preferences of various agencies. Although the peculiarities of the American 
political system are not generalizable across all potential interveners, their study does 
suggest that a leader’s domestic prestige and a political system’s institutional qualities 
affect the decision to intervene and, therefore, exert an influence on the duration and 
outcome of civil conflicts.

These puzzles therefore suggest that the duration and outcome of civil wars and 
the domestic policies of the would-be intervener are informed by multiple feedback 
loops. Because there are so many different possible causal chains in this area, re-
searchers availing themselves of this dimension must give careful attention to causal 
mechanisms.

The World Politics of Intervention

In the last major area of research, we suggest increased attention to findings from 
other areas of international relations research and an effort to connect civil wars to 
insights in the broader world politics literature. In particular, we see a major division 
that separates existing work into two competing paradigms. The first such paradigm 
is that of realism, the traditional perspective among international relations scholars. 
Within this paradigm, scholars argue that concerns over security or power motivate 
third party intervention (Ayoob 1995; Buzan 1991; Heraclides 1990). Although 
realism contains several well-known flaws, particularly its inability to account for 
change and predict the future (e.g., Gaddis 1992), it is worth noting that some 
empirical researchers introduce realist expectations and variables into their statistical 
models (Regan 1998; Saideman 2001, 2002).

By contrast, modern research has given preference to a second paradigm—the bar-
gaining model of war. In this model, conflicts and the actors within them are almost 
considered in isolation. Yet over forty years ago, Mitchell (1970) argued that there were 
four categories of factors generally responsible for influencing interventions: (1) the 
characteristics of the conflict state, (2) the characteristics of the intervener, (3) linkages 
between the target and intervener, and (4) the character of the international system. 



 Third Party Intervention and the Duration and Outcomes of Civil Wars 107

The first three categories of factors are those preferenced by the bargaining model, 
with each responsible in some way for the duration and possible outcome of civil wars.

However, few present-day scholars give much attention to the fourth category—the 
international system—or to world politics more generally. To the extent that interna-
tional factors enter into modern empirical work, it is through Mitchell’s third category 
of factors—linkages between target and intervener—which includes ethnic affinities 
between the two, rivalry, or the regional political environment. To date, only a few 
scholars examine the way the system itself affects civil war duration and outcome. 
Fearon and Laitin (2003) and Hironaka (2005), for example, argue that decoloniza-
tion produced a number of weak states that gave would-be rebels significant opportu-
nities to mobilize and persist, resulting in an uptick in the number of civil war onsets 
and an increase in their duration during the Cold War. Kalyvas and Balcells (2010) go 
further, arguing that the tactics used by rebels for many decades was a product of the 
bipolar power struggle between the United States and the Soviet Union.

Given the interrelation between tactics, war duration, and outcome, it is a sur-
prise that the international origins of these factors received so little attention in the 
research of the last twenty years. We therefore suggest a research agenda that inte-
grates findings from a broad swath of the international relations subfield. Consider 
the following: At the end of World War II, much of the international system was 
organized around American hegemony and the community of powerful democratic 
nations. These states supported and, in some cases, installed authoritarian regimes 
around the world, a “firewall” against Soviet-supported states. That democratic 
states would engage in this behavior should not be surprising, as authoritarian states 
have less of a need to respond to large domestic constituencies and are more likely 
to deliver upon the preferences of their international patrons (Bueno de Mesquita 
and Downs 2006). In the case of the Cold War, the aims of such a foreign policy 
included the suppression of local communist movements and the containment of the 
Soviet Union (Westad 2005). Moreover, a view would later emerge among American 
policy makers that authoritarian regimes, however distasteful, were preferable to the 
totalitarian alternative, and also more likely to make the transition to democracy 
(e.g., Kirkpatrick 1982).

Decision makers thus choose to intervene, or not, based on their perception of 
the international system. The United States decided against intervention in 1956 
Hungary, but in favor of such in 1960s Vietnam. Similarly, both the Americans 
and the Soviets intervened in the wars of southern Africa in the 1980s. In Hungary, 
deterrence played a role, with the United States unwilling to risk war with the Soviet 
Union. Vietnam, on the other hand, stood at risk of falling in the Soviet orbit, and 
American policy makers were determined to prevent that. Finally, in the case of Af-
rica, policy makers in both superpowers were trying to outflank one another in order 
to aid or thwart revolution in South Africa. This highly strategic behavior occurred 
as a product of security seeking on the international level.

We do not argue that the bargaining model of war is somehow deficient; rather, 
its proponents have neglected to examine those international and strategic features 
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that set the context of bargaining. As an example of this style of research, Daxecker 
(2011) argues that shocks to state capacity may prevent either the government or the 
state from credibly committing to peace. While these shocks may originate domesti-
cally, changes at the systemic level have their part to play as well, with global reces-
sion, defeat in war, or changes to the international balance of power complicating 
bargaining and, thus, contributing to civil war onset. Although this logic is primarily 
concerned with civil war onset, there is significant room for scholars to examine war 
duration and outcome as well.

Beyond these strategic factors, researchers should also consider the deeper histori-
cal contexts of the interventions in their datasets. For example, it is by this point well 
established that authoritarian regimes, lacking alternative policy tools for conflict 
resolution, are more likely to engage in the kind of repression that eventually aids 
recruitment into rebel organizations (Kalyvas and Kocher 2007; Mason and Krane 
1989). From this perspective, then, civil war actually represents a kind of policy 
failure for the patrons of the repressive regimes. The revolutions and civil wars that 
overturned Soviet and American client states in Nicaragua, Iran, and Afghanistan in 
1979 would seem to substantiate these points. Thus, intervention might be a reac-
tion to this policy failure, with foreign patrons attempting to rectify the failure by 
supporting their preferred regime. Although this perspective is enmeshed in the logic 
of the Cold War, it is generalizable to all historical periods.

If, as we contend, many civil wars are international policy failures, then the way 
that empirical researchers treat civil conflicts should be reconceptualized. Rather 
than seeing these conflicts as the beginning of a process, they should instead be seen 
as one phase of continually evolving international relations. Systemic and dyadic 
relationships between and among states are established many decades before the 
onset of civil conflict, and these affect foreign aid flows, the repression that regimes 
engages in, and those states that interveners choose to target with military force. This 
“big picture” approach provides crucial context that is, at present, missing from the 
bargaining model.

To conclude, third party interventions are directly implicated in the way civil wars 
are fought. They affect the duration and the outcome of civil conflicts. The interest 
in intervention is long-standing, and modern empirical research has significantly 
expanded our understanding of the topic. Nevertheless, numerous puzzles remain, 
partly because researchers have, for reasons of both theory and data, focused almost 
entirely on the traits of the conflict or conflict-state. Although the literature risks 
becoming bogged down in conflicting findings and becoming stagnant, exciting 
new theoretical and data-driven developments should keep this from happening. 
Increasing precision in data and theory will allow researchers to provide key analyses 
to policy makers without becoming distracted by increasingly arcane details. In the 
present time, with policy debates raging over the Responsibility to Protect, the war 
in Iraq, and events in the Middle East, such research cannot be timelier.
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How does mediation influence belligerents in reaching a peace agreement to end civil 
wars? We often think of mediation as a process by which companies like Google and 
Microsoft seek an outside actor to help settle antitrust issues. Or we think of it as 
something Jimmy Carter uses to broker peace between the Israelis and the Egyptians. 
We less frequently think about how mediation affects negotiations and agreements 
between civil war combatants such as the Fuerzas Armadas Revolucionarias de Co-
lombia (FARC) and the government of Colombia, or the Lord’s Resistance Army 
(LRA) and the Ugandan government. This is surprising, given that civil wars are 
much more common than wars between countries and that mediation regularly oc-
curs between civil war parties. Since the end of the Cold War, negotiated settlements 
have become the most frequent outcome of civil wars, and are often reached with the 
assistance of third party mediation. In fact, mediation as a conflict management tool 
has been used with increasing frequency in recent decades (DeRouen and Bercovitch 
2012), and the scholarly literature on mediation in intrastate war has concurrently 
expanded (Svensson and Wallensteen 2014).

Mediation in civil wars is a very different process from mediation in interstate 
wars. First, it is much harder to get to mediation in civil wars than in interstate 
conflicts. Interstate rivals already have international recognition that is not necessar-
ily compounded by the act of mediation. But governments facing civil insurgencies 
impart a level of legitimacy and possibly international recognition upon the rebels by 
agreeing to mediation. Governments will therefore avoid mediation so as not to hand 
the rebels a small victory. Second, civil wars have more acute commitment problems 
than interstate wars and tend to be more bloody, intractable, and seemingly difficult 
to settle with a peace agreement. Unlike interstate wars, reaching a peace agreement 
in civil conflicts necessitates disarming a combatant force. Yet the belligerents in civil 
war are reluctant to put down their weapons for fear of losing bargaining leverage 
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and becoming vulnerable to annihilation by their rival. As a result, they are incentiv-
ized to continue fighting. Mediation therefore has less potential to produce peace 
agreements in civil wars than interstate wars, making it harder to compare across the 
two types of conflicts. For these reasons, mediation in civil wars should be studied as 
a distinct conflict resolution tool from mediation in interstate wars.

This chapter explores how often mediation occurs in civil wars, the types of 
mediation that are used, and the effectiveness of mediation in assisting the combat-
ant parties in civil war to reach peace agreements. We assess what the literature has 
revealed about mediation processes, pointing to theoretical and empirical advances 
that indicate the conditions under which mediation appears to be more or less effec-
tive in bringing resolution to civil wars. We conclude by suggesting future research 
avenues that should prove productive to push the quantitative mediation literature 
forward and accumulate knowledge on mediation’s effect on civil war processes.

WHAT IS MEDIATION?

While some disagreement exists on a specific definition of mediation, those who 
study it generally agree that it occurs when warring parties wish to try and resolve 
their differences, short of using violence. To help them reach a settlement, disputants 
seek the help of an outside actor who becomes the mediator (Bercovitch, Anagnoson, 
and Wille 1991: 8). The mediator brings the disputants together, facilitates talks, 
and makes suggestions toward a possible peace settlement. The mediator also gener-
ally refrains from aggression. Sometimes mediation is used in a procedural manner, 
to help the parties decide how they are going to manage a dispute. This may include, 
for example, the mediator setting the time or the agenda for talks. At other times, it 
is more substantive and addresses the substance of a dispute to help broker a settle-
ment between the parties. An example is South African president Mbeki mediating 
an agreement in 2005 to give the Patriotic Movement of Ivory Coast rebel move-
ment a role in the Ivory Coast government.

Mediation is more of a political than a legal process. While a third party helps 
disputants negotiate, disputants are not necessarily legally bound to reach a settle-
ment or honor any agreement that they may eventually reach. This distinguishes 
mediation from more formal processes that incorporate law or legal processes, such 
as binding arbitration and adjudication (Gent and Shannon 2010). When the se-
curity environment within a country has degraded into civil war, the government 
has relatively little authority or ability to strong-arm opposition groups back to 
the negotiation table. Indeed, the fact that a rebel organization has confronted the 
government with organized violence is indicative of an extra-legal political process 
that operates outside of the state’s formal institutional framework. Mediation in civil 
war is therefore a voluntary process on the part of the combatant factions, where the 
disputants decide if and when they want to peacefully settle grievances with the help 
of a third party. As such, the outside actor does not have the authority to impose a 
settlement between factions (Wall, Stark, and Standifer 2001: 375).
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Mediation is a form of conflict resolution within a class of many types of third 
party conflict management efforts. These efforts vary in terms of the practices un-
dertaken by the actors who use them, including the use of overt hostilities, the level 
of international coordination necessary for their execution, and the amount of cost 
borne by the third party. Scholars have analyzed such third party conflict manage-
ment techniques as military intervention; economic sanctions; economic aid in the 
form of grants, loans, or other transfers; and peacekeeping efforts. These forms of 
conflict management are potential options available to third party states with inter-
ests in civil conflict processes and outcomes.

However, there are two characteristics of mediation worth noting that help to dis-
tinguish it from other forms of conflict management. First, the costs to the mediator 
for involvement in conflict differ in kind and size. Relative to military intervention, 
economic sanctions, aid, and peacekeeping activities, the material costs of mediation 
tend to be substantially lower. Mediation does not require the active use of the mili-
tary or economic instruments common to other forms of third party involvement 
in order to engage the disputant factions in civil war. While the relative material 
costs may be low, the domestic- and international-audience costs associated with 
mediation may be substantial. This can be the case for both making the decision to 
engage in mediation and in the effectiveness of a mediation attempt. With regard to 
engaging in mediation, domestic audiences may motivate the mediation itself. For 
example, South Sudan mediated the conflict between the LRA and the government 
of Uganda because the LRA’s repeated incursions threatened civil stability in South 
Sudan and complicated the conflict with the government of Sudan in Khartoum. 
Domestic and international audience costs are also important to mediation perfor-
mance. Such costs include being caught providing incorrect or manipulated informa-
tion, thus calling into question the mediator’s credibility in the conflict resolution 
process and harming the mediator’s international reputation for conflict manage-
ment. The domestic-audience costs of mediation may also be considerable, particu-
larly when mediation is perceived as failing in its objective to secure peace. Research 
has begun to tease out the contexts in which audience costs prove important to the 
choice to use mediation and its success in resolving conflict.1 Still, the material costs 
of mediation are quite low with respect to the other alternatives mentioned.

A second distinguishing characteristic of mediation relative to other forms of 
third party involvement is that it has a sincere interest in conflict resolution. While 
research on third party economic and military intervention in civil war often starts 
with the claim that third parties generally seek an end to hostilities (Regan 2000), 
there is reason to believe that intervention actually worsens civil conflict (Regan 
2002; Elbadawi and Sambanis 2000). An oft-mentioned example is the American 
intervention into the civil war in Afghanistan in the 1980s. The United States may 
have had an ulterior interest in imposing costs on the Soviet Union over a longer 
period of time. As National Security Advisor Zbigniew Brzezinski would later detail, 
the American strategy was to “make the Soviets bleed for as much and as long as 
is possible” (Brzezinski 1997). In fact, the finding that third party economic and 
military intervention tends to exacerbate civil wars has led to a series of subsequent 
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studies that sought to unpack this seemingly counterintuitive finding.2 Even if third 
parties generally do not intervene with sinister intentions to exacerbate a conflict, 
their involvement often worsens ongoing wars (Cunningham 2010).

By contrast, even when mediators are biased toward one conflict actor or in favor of 
a particular outcome, the mediator is generally understood to be seeking conflict reso-
lution, since the perpetuation of hostilities is unlikely to benefit the mediator.3 Thus, 
mediation is judged in its effectiveness in preventing or bringing an end to hostilities 
between the government and an insurgent organization. While this is often argued to 
be the motivation of other forms of third party involvement, like military intervention 
or economic sanctions, support for such suppositions is less well established.

In an attempt to determine the general effect of mediation as a tool of civil conflict 
management, scholars have recently constructed a number of rich datasets to identify 
instances of mediation in civil wars. These data projects code which actors mediate 
in civil conflict and how often they mediate and help to determine how successful 
mediation has been in civil war. The data they have gathered generally agree on the 
definition and identification of mediation efforts. However, the definition of civil 
conflict varies across datasets. Regan, Frank, and Aydin (2009) identify mediation 
in civil wars with a relatively high threshold of combat violence. These data use 200 
battle deaths as its minimum level for which hostilities constitute civil war, indicat-
ing an end to war when six months have passed without reciprocated battlefield 
hostilities. Among the 153 civil conflicts identified from 1945 to 1999, there were 
352 mediations among 438 diplomatic interventions.

DeRouen, Bercovitch, and Pospieszna (2011) create the Civil War Mediation 
(CWM) dataset to document mediation in a broader set of conflicts, as their defini-
tion of conflict includes a lower threshold for violence. The sample includes conflicts 
identified by the Conflict Termination Dataset (Kreutz 2010), which relies upon 
the Uppsala Conflict Data Program/Peace Research Institute, Oslo (UCDP/PRIO) 
Armed Conflict dataset. A conflict in these data is “a contested incompatibility that 
concerns government and/or territory where the use of armed force between two 
parties, of which at least one is the government of a state, and results in at least 
25 battle-related deaths,” (Gleditsch et al. 2002; Themner and Wallensteen 2014). 
Within the 319 conflicts in the sample, there occurred 460 mediation events, where 
a third party directly intervened and facilitated talks, either about the procedure for 
resolving the conflict or the actual disputed substance at the heart of the conflict 
(DeRouen, Bercovitch, and Pospieszna 2011).

Finally, the Managing Intrastate Low-Intensity Conflict (MILC) dataset, also us-
ing conflicts identified by the UCDP/PRIO Armed Conflict dataset, documents a 
wide range of preventive actions in civil wars from 1993 to 2004 (Melander, Möller, 
and Öberg 2009). The MILC dataset does not specifically refer to any actions as 
mediation, but it offers several categories of events that fall under a very broad 
definition of mediation, including good offices (359 incidents), direct talks (307 
incidents), indirect talks (106 incidents), and fact finding (41 incidents), for a total 
of 813 third party efforts.
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Mediators in civil wars can be individuals, nongovernmental organizations, coun-
tries, or international organizations. Research finds that, particularly in the post–
Cold War era, the most frequent mediators are intergovernmental organizations 
(IGOs) such as the United Nations and the European Union (DeRouen, Bercovitch, 
and Pospieszna 2011; Grieg and Diehl 2012; Regan, Frank, and Aydin 2009). But 
state actors do not lag far behind IGOs in the frequency of mediation, with countries 
like the United States, United Kingdom, France, and Russia often serving as third 
party brokers (Grieg and Diehl 2012). The MILC data identify the United States as 
the most frequent mediator, with the UN the second most active. Private actors such 
as the Catholic Church are also called upon relatively frequently to facilitate talks 
(Regan, Frank, and Aydin 2009).

WHAT IS A PEACE AGREEMENT?

Now that a definition of mediation is established, allow us to discuss the occurrence 
of peace agreements in civil wars before turning to a discussion of if and how the two 
are linked. A peace agreement or settlement is a bargain that specifies who gets what 
and when they get it at the end of a civil war (Werner and Yuen 2005: 262). While 
this conceptual definition of peace agreement is somewhat easy to grasp, it is harder 
to identify, operationalize, and measure peace agreements. Doing so requires us to 
answer questions such as, what constitutes the end of a civil war? Does a civil war 
end when violence stops? Must combatants go further and sign a treaty or agreement 
or guarantee political or economic rights for particular groups? And if so, how long 
must an agreement last for it to be considered successful? One can imagine many 
ways to define and identify peace following civil wars, but perhaps the most utilized 
definition of peace agreement in the civil war literature comes from Walter’s (1997) 
study of civil war settlements. She identifies peace agreements as capitulations or 
surrenders that keep opposition groups intact as a party to the peace process. The 
agreement must also end a civil war for at least five years (Walter 1997: 345). While 
a five-year threshold is admittedly arbitrary, it provides a systematic and concrete 
indicator by which we can explore the process of peace.

Peace agreements are difficult to reach in civil wars—more so than in wars between 
countries (Modelski 1964; Pillar 1983; Stedman 1996). Walter (1997) cites that 
between 1940 and 1990, only 20 percent of civil wars reached a peace agreement, 
compared to 55 percent of wars between countries. Kreutz (2010) similarly finds civil 
war peace agreements to be rare during the Cold War, occurring in only 8.4 percent of 
terminated conflicts between 1946 and 1990. Peace agreements have been brokered 
more frequently in civil wars after the Cold War comprising only 18.4 percent of 372 
terminated episodes of conflict between 1991 and 2005.4 However, when looking 
at wars as a whole, rather than just episodes, Harbom, Hogbladh, and Wallensteen 
(2008) find a higher percentage of peace agreements in civil conflicts than Kreutz, 
revealing that one-third of 231 civil conflicts ended in peace agreements. It seems 
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that identifying how often peace agreements occur depends upon the time period for 
conflicts under study and the definition of conflict. Yet most studies agree that, com-
pared to wars between countries, fewer civil wars end in negotiated peace settlements. 
As discussed in the following section, the unique bargaining structure within civil 
conflicts makes for long, violent wars with few peace agreements. Therefore, attempts 
to mediate and broker peace agreements must recognize and sufficiently address the 
unique bargaining obstacles in civil wars to be effective.

HOW MEDIATION ADDRESSES  
OBSTACLES TO CIVIL WAR RESOLUTION

What prevents civil war combatants from reaching peace agreements, and how can 
mediation help? In order to answer these questions, it is helpful to see civil war as 
a bargaining process, along the lines of the rationalist perspective (Wagner 2000). 
From the rationalist point of view, war is inefficient because it is costly relative to 
peaceful mechanisms of resolving disputes. The occurrence and perpetuation of war 
is puzzling because rational actors, which governments and rebel organizations are 
generally assumed to be, should prefer less costly and risky forms of dispute resolu-
tion. But because civil wars can and do occur, there must exist bargaining obstacles 
that prevent rational civil war combatants from reaching peace agreements. It is these 
bargaining obstacles that mediators seek to address in order to broker settlements.

The two categories of bargaining obstacles that have received the most attention 
in the civil war literature are information asymmetries and commitment problems 
(Fearon 1995).5 For combatants to avoid conflict, they require information about 
one another that is difficult to acquire short of fighting. Such information includes 
knowledge of one another’s strength, resolve, and potential negotiated agreements 
that each side would be willing to accept. Each actor’s information is asymmetric: 
they know their own position, but lack similar knowledge of their opponent’s prefer-
ences and capabilities. Acquiring this information is difficult, given the incentives 
of government and rebel forces to gain as much bargaining leverage as possible by 
misrepresenting their positions.

Fighting offers one means of revealing information. Once engaged in battle, 
combat events in civil war shed light on otherwise difficult-to-observe characteris-
tics of combatant capabilities and resolve (Filson and Werner 2002; Ramsay 2008). 
The revelation of information through battlefield combat may explain the pattern 
in which costly civil wars arrive at negotiated conclusions more quickly than lower 
intensity conflicts (Balch-Lindsay and Enterline 2000; Brandt et al. 2008; Mason 
and Fett, 1996). Yet, given the asymmetric nature of civil conflict, “battlefield” hos-
tilities may not fully reveal capabilities and resolve because insurgent organizations 
often seek to avoid overt combat in favor of hit-and-run attacks and guerrilla tactics. 
The government therefore attempts to root out insurgents, at least in the early stages 
of civil war, before insurgents gain strength and a greater foothold (Bapat 2005). 
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Fidel Castro’s guerrilla insurgency in Cuba is one such example. Initially rather 
small in number, Castro’s forces sought refuge in the mountainous and forested 
terrain distant from Havana, making it difficult for the Batista government to root 
out an otherwise weak rebel group. Castro’s forces initially focused their energies 
on holding territory away from President Batista’s centers of power. When fighting 
occurred, small skirmishes were common and were aimed at frustrating and confus-
ing the government’s forces over an extended period in an effort to slowly weaken 
the government’s capability. It was only after years of guerrilla tactics that Castro’s 
forces could then march on Havana. Among guerrilla conflicts more generally, such 
low-intensity and potentially infrequent combat engagements can make it difficult 
for belligerents to acquire necessary information quickly. Thus, civil wars can tend 
to be rather extended, making it difficult to arrive at an acceptable peace agreement 
relative to continued war.

Still, some civil wars endure for long periods even as battlefield interactions are 
frequent, pointing to causes of civil war beyond asymmetric information (Fearon 
2004). Commitment problems also prevent negotiated resolutions, whereby an agree-
ment that might be struck today could fail in the future if combatants’ capabilities or 
resolve change, providing incentives for one side to renege on the agreement (Walter 
1997, 2002; Cunningham 2006, 2011).6 Unlike interstate wars, rebel and government 
factions cannot retreat behind internationally defined boundaries with the signing of 
a peace agreement. As Walter (2002) shows, this is particularly problematic for rebel 
organizations. For peace agreements to effectively end civil conflicts, rebels must put 
down their weapons and enter into the process of political reconciliation. But by virtue 
of doing this, the government and rebels essentially guarantee a destabilizing power 
shift in favor of the government side. When the rebels put down their arms, they sac-
rifice the ability to defend themselves. A window of opportunity opens for the govern-
ment to subjugate the rebel forces and renege on the terms of a peace agreement. It is 
difficult for insurgents to commit to peace processes in the first place without credible 
guarantees of their future security (Walter 2002). As a result, civil wars often endure for 
extended periods of time and are difficult to settle with peace agreements.

Recognizing the importance of information asymmetries and commitment prob-
lems to civil war resolution, the mediation literature has sought to uncover means 
by which third parties might provide solutions to these issues. Because commitment 
problems are so prevalent and persistent in civil conflicts, mediation may be less ef-
fective as a singular intervention strategy than in tandem with stronger forms of inter-
vention. Overcoming commitment problems requires strong third party enforcement 
of peace provisions and agreements. In interstate conflicts, such as the Yom Kippur 
War between Israel and Syria, a demilitarized zone can be established by an outside 
actor (e.g., the United Nations), which helps prevent the recurrence of fighting be-
tween forces in the area. When faced with persistent commitment problems, third 
parties may forgo the mediation strategy in favor of more coercive forms of interven-
tion, to enforce and guarantee peace processes. For instance, Favretto (2009) argues 
that U.S. and European mediation efforts in the Balkan conflicts were unsuccessful at 
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upholding cease-fires and peace agreements, so the United States turned to airstrikes. 
In an example of mediation working alongside more forceful diplomatic efforts, the 
United Nations combined mediation by the Secretary General with the deployment 
of a peacekeeping force in 2003 to help broker peace after Liberia’s civil war. Scholars 
have sought to uncover the combinations of third party tactics in tandem with media-
tion that may provide leverage in getting combatants to agree to and abide by peace 
provisions. Such “mediation with muscle” helps the mediator overcome unwillingness 
from combatants to accept peace terms (Sisk 2009; Stedman 1996). As a result, one 
might expect powerful third parties to better mediate civil conflicts (Crocker 1992). 
Combined with the ability to enforce settlements, punish hostile behavior, and ma-
nipulate combatant incentives for continued conflict, mediation may be an important 
component of an overall intervention strategy for mitigating commitment problems 
faced by rebel and government forces.

Mediation as a solo tactic seems to have more potential in mitigating information 
asymmetries than commitment problems. Counter to conventional wisdom, a biased 
mediator may be more effective than a neutral one in producing peace agreements 
between civil war combatants. Biased mediators are those that want to see more 
benefits for one side to a conflict than another, and whose preferences are more 
aligned with a particular combatant. For example, the United States is a biased actor 
with preferences closer to Israel than to the Palestinians. A biased mediator may be 
more effective at getting its preferred side to back down, particularly if it has good 
information about the resolve of the opposing side (Kydd 2003). Biased mediators 
may also have greater leverage over their protégées and can therefore better convince 
one side to make concessions (Zartman 1995), which can be particularly valuable to 
civil war settlement. At the same time, biased mediators are also more likely to seek 
concessions for their preferred side (Svensson 2009), which has been shown to lead 
to richer peace settlements that have a greater potential for ending civil wars. In par-
ticular, mediation biased toward the government leads to more territorial power shar-
ing and retributive justice, while mediation biased toward rebel opposition groups 
leads to more political power sharing and security guarantees (Svensson 2009).

IS MEDIATION EFFECTIVE IN  
PRODUCING PEACE AGREEMENTS?

Practitioners, combatants, and civilians invariably have a stake in knowing how 
effective mediation is, but the success of mediation is difficult to determine. One 
reason is that the conflicts where mediation is used are not likely chosen at random. 
Instead, conflicts with mediation tend to be more intractable and less amenable to 
peace agreements. We therefore cannot easily compare mediated conflicts to those 
without mediation because conflicts where mediation is used already tend to be a 
more difficult set of conflicts to resolve. Evidence shows that, in fact, mediation is 
associated with shorter-lived settlements (Gartner and Bercovitch 2006) and is more 
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likely in intense and longer conflicts (Greig and Regan 2008). Both findings are ar-
guably due to the particularly thorny sample of conflicts in which mediation is used.

Even more so than interstate conflicts, mediation may be used in the most dif-
ficult civil wars because of the signal that accepting mediation sends. Governments 
resist mediation because it invites international recognition and legitimacy for rebel 
movements. It also sends the message that a government is not strong enough to 
control its territory (Clayton 2013; Greig and Regan 2008, Melin and Svensson 
2009). Therefore, we should expect to see mediation in only the toughest cases, 
where the costs of ongoing conflict outweigh the domestic political costs of submit-
ting to mediation. If that is the case, then any study that assesses the effectiveness of 
mediation must account for the sample selection processes behind the conflicts in 
which it is used.

Another complication with measuring the effectiveness of mediation is that it is 
frequently used in tandem with other mechanisms of conflict resolution. Conflict 
management is a process that often exhibits a range of resolution techniques, in-
cluding bilateral negotiations, peacekeeping, arbitration, and military intervention 
(Diehl and Regan forthcoming). Mediation may precede or follow weaker diplo-
matic efforts or stronger intervention techniques. It may be used on multiple occa-
sions and brokered by a variety of third parties.7 Mediation is often not a singular 
or independent event, and it is therefore difficult to isolate the success of any given 
mediation effort.8

The success of mediation may depend on what it is being compared to. Melander, 
Moller, and Oberg (2009) find that among third party intervention tactics, some 
forms of mediation heighten conflict, while others dampen it. Specifically, UN 
mediation and mediation by neighbors are associated with increased escalation of 
war, while individual and NGO mediation seem to decrease war escalation. Svens-
son (2009) finds that, compared to unbiased mediation, biased mediation is more 
successful in producing peace agreements that are conducive to long-lasting peace. 
Böhmelt (2013) finds that, compared to initial attempts, later and cumulative me-
diation attempts are more effective.

Despite the research challenges noted above, scholars have measured success in a 
number of different ways and draw different conclusions about mediation’s effective-
ness. If full or partial settlements of civil conflict can be considered successful out-
comes, then Regan et al.’s 2009 study concludes that mediation effectively ended 38 
percent of conflicts in which it was used. Only 4 percent of attempts fail completely 
(Regan, Frank, and Aydin 2009). DeRouen, Bercovitch, and Pospieszna (2011), 
comparing among mediation attempts, estimate a slightly lower ratio of success, 
concluding that 15 percent of attempts result in a full peace settlement, while 18 per-
cent result in a partial settlement. This however excludes the 13 percent of attempts 
that lead to process agreements, which may later lead to mediation success. About 
24 percent of attempts were completely unsuccessful. It is difficult for mediation to 
succeed long-term in civil wars because civil wars are highly likely to restart following 
an initial cessation, even when the combatants agree to engage in negotiations. Only 
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one-third of all such negotiations ended in an implemented peace agreement that 
resolved the conflict (Walter 2001). Yet given the devastating impacts of civil war on 
society (chapter 10, this volume), it is necessary for the international community to 
support mediation efforts, in hopes of ending the scourge of civil war.

FUTURE RESEARCH

While the literature on civil war mediation has expanded significantly, there are 
several ways in which future scholarship can move forward. In particular, as we and 
others have noted, research on civil war mediation would benefit from coding and 
analyzing data at finer levels of analysis by disaggregating information across actors 
and in time.

Many data projects have begun to disaggregate conflict phenomena both spatially 
and temporally beyond the state-year or dyad-year framework that has been the cen-
terpiece of empirical studies of conflict processes. This has been especially necessary 
for data gathering projects focused on civil wars, as such conflicts are often complex. 
Countries may be embroiled in more than one conflict at a given time, fighting mul-
tiple rebel organizations within those conflicts. Also, rebel organizations may be wholly 
independent of one another or linked through security arrangements. Thus, the civil 
war literature has moved away from the country or the country-year as the unit of 
analysis and has begun to focus both theoretically and empirically on individual actors 
who constitute the conflict environment. Doing so allows researchers to conduct richer 
analyses of conflict and peace processes and offer new insights into civil war dynamics.

As an example of such progress, many advances have been made in data efforts 
linked to the Uppsala Conflict Data Program. In particular, data collection efforts 
have built greatly upon the UCDP/PRIO Armed Conflict Dataset (ACD) (Gleditsch 
et al. 2002). These data initially sought to provide information on conflict processes 
at a finer level than was previously available through other sources, such as the 
Correlates of War Intra-State War Data (Sarkees and Wayman 2010). Using a low 
threshold of only 25 annual battle deaths to categorize civil conflict, compared to 
the Correlates of War 1,000 combat casualties threshold, the UCDP/PRIO data 
program opened new opportunities for research at varying levels of conflict and war.

New data projects have begun collecting information on rebel groups and other 
non-state actors that were not previously available to researchers (see chapter 15, this 
volume). Linked to the UCDP/PRIO ACD, Harbom, Melander, and Wallensteen 
(2006) have identified each government-rebel dyad within civil conflicts. Cunning-
ham, Gleditsch, and Salehyan (2009) have collected a wide variety of information 
on characteristics of each of these rebel groups, and Cunningham (2013) has disag-
gregated groups by their internal factions. These new data sources reveal a great deal 
of information about the actors engaged in civil conflict. Mediation studies could 
then analyze only combatant parties participating in mediation processes, rather than 
using a coarser state-centric conceptualization of negotiations.
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Furthermore, the UCDP Geo-referenced Events Dataset (GED) (Melander and 
Sundberg 2013) disaggregates a variety of civil conflict phenomena to the events 
level. For instance, the GED provides event data on conflict violence in civil war, 
including monthly counts of battle-related deaths and civilian casualties. These data 
offer detailed information on the geographic location and timing of violence. Thus, 
not only have civil wars been delineated empirically by conflict actors, data collection 
efforts have disaggregated below yearly units of analysis.

Relying on such promising civil war data and armed with finer data on mediation 
processes,9 scholars can pursue multiple interesting avenues of future research. First, 
evaluating mediation’s effect at a finer temporal level among conflict actors would al-
low scholars to analyze different measures of mediation effectiveness. Much previous 
research assesses mediation effectiveness by relying on rather broadly defined indica-
tors of success and failure: the cessation of conflict (Regan and Aydin 2006), signing 
of a peace accord (Savun 2008), or post-conflict transitions to democracy (Nathan 
1999; chapter 9, this volume). These broadly measured outcomes are likely the 
product of the literature’s reliance upon highly aggregated spatial-temporal research 
designs. Scholars should consider and pursue measures of mediation outcomes that 
are positive indicators of mediation success (Svensson 2009), even if the outcomes 
are not comprehensive peace agreements.10

This same issue of high-level aggregation has also been the standard empirical 
approach in related literatures, including research on sanctions, intervention, and 
peacekeeping. Yet progress has been made in disaggregating data to finer levels in 
these areas, and additional opportunities for exploiting such data are available. Take 
for example the peacekeeping literature. Data have historically relied upon simple 
dichotomous indicators of peacekeeping’s presence or absence in a given conflict-year 
or post-conflict-year. New data collection efforts have revealed the size and type of 
personnel deployments to UN operations at the monthly level (Kathman 2013), 
events data on disputatious or cooperative behavior associated with missions (Rug-
geri, Gizelis and Dorussen 2013), and the magnitude of efforts by states, regional 
organizations, and the UN in peacekeeping efforts that hold potential for use at 
sub-annual levels (Mullenbach 2013).

Evaluating mediation with similarly finely coded data would allow researchers to 
study micro-level conflict management processes. For instance, in evaluating me-
diation success, rather than relying on encompassing measures of success, scholars 
might well be interested in understanding whether mediation opens episodes of 
peace during which peace agreements become possible. Thus, we might think of 
mediation efforts as effective if they help create opportunities for such episodes of 
peace without which long-term peace would not be possible. As an example of simi-
lar research in a related field, Hultman, Kathman, and Shannon (2014) assess the 
effect of United Nations peacekeeping efforts in active civil conflicts. They find that 
as the UN deploys more troops to an ongoing civil war, battlefield violence declines. 
Moving from zero to 10,000 troops deployed, battlefield violence declines by ap-
proximately 70 percent. In their analysis of substantive effects, however, they point 
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out that even with 10,000 troops deployed, on average the violence does not decline 
so low that conflict ceases completely. Indeed, using the UCDP standard of 25 battle 
deaths, civil conflict would still be coded as present. Thus, defining peacekeeping 
success simply as the full achievement of peace would ignore its relative effectiveness 
in ameliorating the hostilities and potentially opening a window of opportunity for 
the combatants to resolve their dispute in a less belligerent fashion.

More micro-level analyses of mediation effectiveness might be similarly revelatory, 
as even the opening of brief periods of peace may pay long-term dividends in seeking 
a sustainable end to conflict. Such analyses might also help to reveal the importance 
of mediation sequencing, in terms of the strategies used by mediators, the number 
and type of mediators, or the combined use of mediation as a tactic in tandem with 
other forms of third party involvement.11

Relatedly, more disaggregated analyses should improve our ability to deal em-
pirically with the coordination problem in the study of mediation and help us infer 
which mediators lead the mediation efforts from multiple mediators in a given civil 
conflict. Assessing the timing of mediation by various actors with more finely disag-
gregated temporal units could shed light on the debate over the correlation between 
the number of mediators and the success of mediation (Beber 2010; Böhmelt 2012), 
including whether the number of mediators, mediation timing, or the tools used are 
more closely associated with the achievement of mediation objectives.

Finally, further disaggregated analyses would shed light on the choice of mediation 
and its effect in combination with or at the expense of other techniques of third party 
involvement. For instance, sub-annual temporal disaggregation may improve the 
ability of scholars to determine the more or less effective pairings of mediation with 
previous, concurrent, or subsequent military interventions, economic sanctions, or 
peacekeeping efforts. Observing the sequencing of these efforts at finer temporal 
levels is likely to be a productive enterprise in linking mediation to peace agreements 
as has been the recent experience of research in other literatures.

Ultimately, the literature would benefit from a greater amount and quality of 
research that can be conducted while exploiting more finely detailed data sources. 
This may have the benefit of expanding the common conceptions of mediation suc-
cess and failure that pervade the literature. Additionally, the current literature tends 
to compare mediation only to other diplomatic tools of conflict resolution. Scholars 
should assess mediation against a broader range of tools of conflict intervention, 
including military intervention, aid, and economic sanctions. In doing so, scholars 
can offer richer suggestions regarding the most effective tools, sequences, actors, and 
combinations of peacemaking techniques.
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Perhaps one of most contentious debates that has emerged regarding civil war fo-
cuses on what the “best” way is to end this type of conflict if a lasting peace is to be 
achieved. On one side of this debate can be found those who argue that the only 
way that long-term stability can be secured is for one of the parties to the conflict 
to score a decisive military victory. On the other side are those who claim that a 
negotiated agreement is not only a more humane way to end an intrastate conflict 
but also one that can, if designed properly, lead to a long-lasting peace. Both of 
these arguments are evaluated in this chapter. Although neither side has emerged 
as the clear-cut winner of this debate, the lion’s share of the analysis in this chapter 
focuses on the negotiated settlement of civil wars. One reason for this is that during 
the past two and one-half decades, this has become the dominant means by which 
civil wars come to an end. The other reason, which is most likely related to the first, 
is that most of the data collection and research currently being done on civil war 
termination focus on negotiated agreements (see also chapter 7, this volume, for a 
discussion of mediation).

The content of this chapter is organized into four sections. In the first, I provide 
an overview of the debate regarding the relationship between settlement type and 
post-conflict stability as well as describing the pattern of civil war settlements in the 
post–World War II era. I then turn to negotiated settlements in the next section, 
focusing in particular on the role that power-sharing measures play in stabilizing the 
peace. I discuss emerging research on power sharing in the third section of the chap-
ter and conclude with some thoughts regarding potential new research questions on 
power sharing and negotiated agreements in the final section of the chapter.

8
Negotiated Peace

Power Sharing in Peace Agreements

 Caroline A. Hartzell
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DEBATING THE “BEST” WAY TO END CIVIL WARS1

All civil wars end with a settlement of some type. These settlements, not all of which 
are necessarily recorded on paper, are bargains that “specify who gets what and 
when” at the end of a civil war (Werner and Yuen 2005, 262). In the absence of an 
outright victory by any of the parties to the conflict, adversaries can arrive at these 
bargains via negotiation. In the event that a group emerges as the victor in a civil 
war, it can dictate the terms of the settlement. In either case, the rationalist literature 
on war suggests that we should expect peace to last as long as the formerly warring 
groups remain committed to the bargain that they have struck (Fearon 1995, 1998; 
Reiter 2003). Adversaries should stick to their bargains, and the peace should prove 
stable, as long as the belligerents have similar expectations regarding the outcome of 
a future hypothetical civil war. If these expectations change, however, a settlement 
is not likely to stick, and war will become more likely (Wagner 1993; Werner 1999; 
Werner and Yuen 2005).

As this explanation for the recurrence of civil war makes clear, the challenge fac-
ing actors who want to foster a durable peace is “how best to reduce uncertainty 
and stabilize expectations among the parties to a settlement” (Hartzell 2009, 349). 
Two schools of thought exist regarding how these goals can best be accomplished. 
One, which until recently was the dominant view on this issue, contends that civil 
wars that end in a military victory will experience the most durable peace (Wagner 
1993; Licklider 1995; Walter 1997; Luttwak 1999). According to this line of think-
ing, warring groups’ expectations regarding any future deal that they may be able 
to obtain for themselves will be least likely to change in those cases in which the 
winning group or faction in a civil war demonstrates its supremacy. The victors of 
civil wars are posited to do this by destroying or dismantling the organizations of the 
adversaries they defeat, thus impeding the losers’ ability to engage in future armed 
challenges. This is also thought to leave the losing parties with little doubt regarding 
the outcome of any potential future military encounters. Discouraged from thinking 
that they can gain a better deal for themselves by resorting to force of arms again, 
adversaries who have been militarily defeated are deemed to be more likely to stick 
to the bargain that ended the war. The civil war in Cuba (1958–1959) serves as a 
relevant example. Cuba has not seen a return to civil war in the years since Cuban 
president Fulgencio Batista was overthrown by forces led by Fidel Castro.2

Another school of thought, and one that has recently gained more traction, pos-
its that it is possible for rivals to negotiate a war-ending settlement that stabilizes 
expectations and reduces uncertainty, thereby fostering a durable peace.3 Scholars 
who advance this argument claim that it is the content of the bargain that is reached 
at the end of a civil war that exercises an impact on the potential for a long-lasting 
peace to take hold. This implies that we should be more concerned with the terms of 
settlements and the effects these have on warring actors’ expectations for the future 
than on the outcome of a civil war (i.e., whether it ends in a military victory or a ne-
gotiated agreement). Although outcomes may affect the shape a bargain takes, other 
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factors can as well. As a result, civil war settlements differ considerably in terms of 
questions regarding “who gets what and when.”

What, according to the adherents of this second school of thought, are the char-
acteristics of settlements negotiated by adversaries that can be expected to yield 
a durable peace? Scholars have hypothesized that settlements that distribute state 
power among adversaries, that make provisions for the groups’ security, and that 
increase the costs of a return to armed conflict can help to give rival groups a stake 
in the peace and ensure that they remain committed to the bargain they have struck 
(Hartzell 1999; Hartzell and Hoddie 2007; Mattes and Savun 2009). It is important 
to note that at least some scholars working in this vein have observed that war-
ending bargains with some of the features listed above are not unique to settlements 
that have been reached via negotiations; measures of this nature are characteristic 
of some settlements of civil wars that have ended in a military victory (Mukherjee 
2006). While acknowledging this, other researchers have emphasized that the signal-
ing or communication of a willingness to compromise that is involved in the process 
of negotiating a civil war settlement contributes to the durability of the peace and 
that such signaling is unlikely to take place when victors unilaterally construct the 
types of measures described above (Hartzell and Hoddie 2007).

How have these arguments fared in the face of empirical testing? For many years, 
efforts to test the proposition that some types of civil war settlements make for a 
more durable peace than others relied on the use of civil war outcomes as a proxy 
for the bargains reached at the war’s end. Distinguishing between military victories 
and negotiated agreements, Licklider (1995a), in a pioneering study on civil war 
settlements, found that the latter means of ending a war was the one most likely to 
see parties return to armed conflict. Licklider attributed this result to the winning 
side’s ability to vanquish the adversaries’ fighting forces, a claim that is also affirmed 
in DeRouen and Bercovitch’s (2008) work on the duration of peace following civil 
war. In contrast, Doyle and Sambanis (2006) find that negotiated agreements yield a 
durable peace, while military victories have no significant impact on postwar peace. 
Walter (2004) concludes that neither type of war outcome has a significant effect 
on peace duration. Fortna (2008a) finds that both military victories and negotiated 
settlements can produce a durable peace. Other researchers, arguing that the identity 
of the military victor has an impact on the stability of the peace, have distinguished 
between wars that end in a government victory, a victory by rebel forces, and a ne-
gotiated agreement. The results of these tests have proved mixed, providing support 
both for scholars who posit that rebel victories are more likely to produce a durable 
peace (Quinn, Mason, and Gurses 2007; Toft 2010; Mason et al. 2011) as well as 
for those who hypothesize that it is government victories that generate that outcome 
(Kreutz 2010).

What is one to make of these seemingly contradictory results? It should be noted 
that at least some of differences may stem from the fact that the studies in question 
draw on a variety of datasets, analyze different samples of intrastate conflicts, employ 
different model specifications, and make use of numerous methodologies. Having 
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said that, the more important point that should be made is that none of the studies 
above really tests the argument advanced in the rationalist literature regarding the 
stability of war-ending bargains. Two observations undergird this claim. First, it is 
not clear that war outcomes are a reasonable proxy for settlement types. The means 
by which a civil war ends may shape the nature of the war-ending bargain, but it is 
not likely to be the only factor that does so. This implies that there may be real dif-
ferences between war outcomes and war-ending bargains. For example, motivated by 
humanitarian concerns, the international community may exert pressure on warring 
parties to construct a settlement whose terms fail to match the adversaries’ expec-
tations of the outcome of the war (Werner and Yuen 2005). This appears to have 
occurred in Guatemala, where, although the Guatemalan National Revolutionary 
Unity (URNG) guerrillas essentially had been defeated militarily, the government 
of Guatemala was persuaded to agree to UN mediation of the conflict (Stanley and 
Holiday 2002). The outcome of this process was a peace agreement, signed in 1996, 
which preserved the organizational identity of the URNG.

Second, it is not clear whether the causal mechanisms associated with each of the 
types of civil war outcomes actually function as the rationalist literature claims they 
do. Scholars have assumed that military victories result in the destruction of the los-
ing factions’ organizational structures while negotiated agreements preserve them. 
However, none of the studies mentioned above have sought to test that proposition, 
thus making it difficult to conclude what effect the fate of factions has on the dura-
tion of the peace.4 Nor do the studies cited above consider whether provisions for 
distributing power among adversaries, which are typically associated with negotiated 
agreements, were included as part of the bargain following a military victory. This 
means that even in those instances in which studies find an association between 
military victory, negotiated agreements, and the duration of the peace, we cannot 
be certain why the outcome has the effect that it does on the longevity of the peace. 
Civil war outcomes may have an impact on the peace, but it is not clear that we 
know exactly how and why that is the case.

Just how much does all of this matter? Arguably, determining what kind of civil 
war settlement can best help to sustain the peace, and how best it is arrived at, is a 
matter of more than just academic interest. Recent research indicates that negoti-
ated ends to civil wars are a less costly means of terminating intrastate conflicts 
than waiting for one party to achieve a military victory. The death toll associated 
with conflicts that end in negotiated agreements is, on average, about half that of 
civil wars terminating in military victory. Additionally, in those instances in which 
a settlement breaks down and there is a return to the fighting, conflicts that recur 
following negotiated agreements prove much less deadly in nature than those that 
occur in the aftermath of military victory (Human Security Report 2012).

In light of this information regarding the relative costs associated with differ-
ent means of terminating civil wars, there are obviously benefits associated with 
the fact that, for the last twenty-five years, negotiated agreements have become 
the modal way of ending an intrastate conflict. During the Cold War period, the 
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majority of civil wars (69 percent) were concluded via military victory. The first 
post–Cold War decade saw a major shift in the way civil wars were ended, with 54 
percent of the conflicts terminating via negotiated agreements and 23 percent end-
ing in military victories.5 Using different datasets, Mack (2008), Fortna (2009), 
and Toft (2010) identify the same trends in civil war termination for the Cold War 
and post–Cold War periods. The twenty-first century has seen the trend toward 
negotiated agreements become even more pronounced, with 75 percent of the civil 
wars ending between 2000 and 2007 seeing the warring parties negotiate an end 
to their respective conflicts (Hartzell 2012). One important factor that is believed 
to have helped to produce this trend is the increased deployment of international 
peacekeeping forces following the end of the Cold War (Fortna 2008a). Once the 
United States and the Soviet Union were no longer involved in sponsoring compet-
ing civil war forces and ceased impeding efforts by the United Nations and other 
actors to help end intrastate conflicts, civil war adversaries contemplating an end 
to a war became aware that there was a reasonably high likelihood that peacekeep-
ing troops would be sent to their country if a settlement was reached. Reassured 
that peacekeeping troops would help to provide for their security, adversaries are 
thought to have become more willing to negotiate an end to civil wars in the years 
following the end of the Cold War.

Given the prevalence of civil war settlements arrived at via negotiations, it be-
hooves us to learn more about the nature of these bargains. What do the terms of 
these settlements look like? How are the contents of these bargains thought to help 
keep the peace? What have tests of the impact that the contents of these settlements 
have on the duration of the peace found? It is to these questions that I now turn.

NEGOTIATED SETTLEMENTS AND  
POWER-SHARING INSTITUTIONS6

Questions regarding “who gets what and when?” lie at the heart of civil war settle-
ments. In those instances in which armed opponents enter into negotiations in an 
effort to arrive at an answer to these questions, the outcome of that process, if suc-
cessful, will be a bargain that specifies the institutions or rules of competition that 
are to govern them in the future. More specifically, the institutions at the heart of 
the settlement will be ones that determine the distribution of authority—through 
the sharing and the dividing of different elements of state power—among former 
rivals in the context of the postwar state. These power-sharing institutions, as they 
are commonly referred to, are a central component of civil war settlements. Charac-
terized as “rules that, in addition to defining how decisions will be made by groups 
within the polity, allocate decision-making rights, including access to state resources, 
among collectivities competing for power” (Hartzell and Hoddie 2003: 320), power-
sharing institutions are credited with being one of the key features of civil war settle-
ments that, if designed correctly, can help to secure a durable peace.
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There are three tasks power-sharing institutions perform that have been identified 
as contributing to the longevity of the peace. The first is to mitigate the security con-
cerns of the warring parties. Accustomed to providing for their own security and those 
of their followers during the period in which a war has been ongoing, armed oppo-
nents worry about who will control the levers of state power once the war ends. Rivals 
who have been engaged in ongoing efforts to kill one another need some assurance 
that once they surrender their weapons, another party to the conflict will not seize the 
opportunity to threaten the group’s continued existence. While peacekeeping forces 
can help to provide a sense of security during the process of disarmament and demo-
bilization, civil war opponents know that peacekeeping forces are not a permanent 
feature of the post-conflict landscape and thus also seek to provide for their security 
through means such as integrating rebel troops into the state security forces. This was 
accomplished with great success in the Philippines, for example, where 5,750 Moro 
National Liberation Front combatants were integrated into the military following the 
1996 peace agreement (Hall 2014). Adversaries also seek some guarantee that one 
group will not be able to use other forms of state power (e.g., control of the central 
government or access to state resources) to the detriment of its rivals. Power-sharing 
institutions can help to minimize these fears by distributing state power among the 
parties to the conflict. The fifty-fifty division of congressional seats between Colom-
bia’s Conservative and Liberal parties that was agreed to as part of the war-ending 
National Front Agreement in 1957, for example, served to reassure each group that 
the other would be unable to pass any policies inimical to its interests. Sudan’s Com-
prehensive Peace Agreement also called for a similar division of power, although in 
that case, it focused on the revenues generated by oil, with 50 percent allocated to the 
government of Sudan and 50 percent to the Government of South Sudan (GoSS). In 
all of these instances, by constructing arrangements to share, divide, or otherwise bal-
ance different elements of state power among adversaries, groups sought to obtain a 
margin of security by making it extremely difficult for any one group to use the state’s 
resources to increase its coercive capacity at the expense of the others.

Power-sharing institutions also help adversaries to signal their commitment to the 
peace. Negotiated civil war settlements are thought to suffer from a credible commit-
ment problem that makes the bargains that they embody subject to potential failure. 
The potential for failure arises from the fact that, in order for a settlement to be 
considered credible, it must be in the interests of all of the parties that strike the bar-
gain to abide by its terms (Fearon 1995). Doubts abound, however, about just how 
willing groups will be to stick to the bargain with the passage of time. Agreements by 
rival groups to share power can serve to signal a commitment on their part to build 
a lasting peace. What makes these actions credible signals of intentions are the costs 
associated with them. As Fearon (1997) observes, a commitment is only likely to be 
perceived as credible “when the act of sending it incurs or creates some cost that the 
sender would be disinclined to incur or create if he or she were in fact not willing to 
carry out” the obligation (69). Designing and implementing power-sharing institu-
tions is not a cost-free process. Adversaries who agree to these measures must aban-
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don their pursuit of monopoly control of the state. In addition, a group’s leadership 
runs the risk of alienating supporters reluctant to share power with rivals who have 
only recently sought to kill them. The willingness of adversaries to endure these costs 
thus serves as a costly indicator of their commitment to a lasting peace.

Finally, power-sharing institutions also help to stabilize the peace by defining the 
means by which social conflict is to be managed in the postwar state. Constructing 
institutions that clarify how groups are expected to interact and compete with one 
another is particularly important in countries where previous conflict management 
institutions have come to be deemed illegitimate by some groups or may even have 
ceased to function. Power-sharing institutions provide a means for reconstructing 
domestic order following a civil war. Put another way, these institutions can serve 
as the basis for constructing the rule of law. If an enduring peace is to be secured, 
groups must have some means, other than relying on the use of force, for resolving 
their disagreements. By making the design of institutions a central part of the bargain 
that ends a civil war, adversaries lay the foundations necessary to build a lasting peace.

POWER-SHARING INSTITUTIONS:  
TYPES, TRENDS, AND A CAVEAT

There are four different types of power-sharing institutions that groups can design 
to help them accomplish the tasks outlined above. These institutions center on the 
dimensions of state power that civil war adversaries tend to be most concerned about 
with respect to the post-conflict environment. These four dimensions are those as-
sociated with the political, military, territorial, and economic bases of state strength. 
These components of state power prove a source of concern to groups because each 
could be used by one of the contending parties to add to its coercive capacity. The 
fact that these components of state power are fungible, meaning that control of them 
can shift among groups and thus affect power differentially, also makes them a source 
of concern to civil war adversaries. Motivated by these apprehensions, the architects 
of negotiated civil war settlements design institutions for sharing and dividing power 
across the following four dimensions of state power.

Political power-sharing institutions emphasize proportionality in the distribution of 
central state authority. Collectivities are guaranteed a degree of representation within 
governing institutions based on their group affiliation. The mechanisms that can 
be used to achieve this end are electoral proportional representation, administrative 
proportional representation, and proportional representation in the national govern-
ment’s executive branch. Electoral proportional representation lowers the minimum 
level of voter support that a candidate or party must achieve in order to gain po-
litical office, thus decreasing the intensity of political competition. Administrative 
proportional representation expands the opportunities for political participation by 
increasing groups’ access to policy-making influence. Finally, proportional represen-
tation in the executive branch of the national government ensures groups a voice in 
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the innermost circles of political power by appointing their members to ministerial, 
subministerial, and cabinet positions. An example of the latter may be found in Bu-
rundi, where Tutsis and Hutus agreed to share power at the political center by having 
the president assisted by two vice presidents, one from each ethnic group, as well as 
staffing the cabinet at a ratio of 60 percent Hutu to 40 percent Tutsi.

Military power-sharing institutions seek to distribute authority within the coercive 
apparatus of the state. The most straightforward means of sharing military power 
is integrating the antagonists’ armed forces into a unified state security force. A 
proportional formula that reflects the relative size of the armed factions can be used 
to accomplish this or a strict balance in troop numbers can be established among 
the contending parties. The latter method was applied in Burundi where the state’s 
security forces include equal numbers of Hutus and Tutsis. Alternately, military 
power can be distributed by appointing members of the subordinate group(s) to key 
leadership positions in the state’s security forces. This occurred in the case of Nicara-
gua when President Violeta Barrios de Chamorro opted to retain Sandinista General 
Humberto Ortega as head of Nicaragua’s armed forces in 1990. Last, in limited in-
stances, striking a balance among the militaries of antagonists may involve allowing 
opposing sides to remain armed or to retain their own security forces.

Territorial power-sharing institutions seek to divide political influence among dif-
ferent levels of government by creating forms of decentralized government that are 
territorially based. Provisions for federalism or regional autonomy offer regionally 
concentrated groups a degree of power independent from the central government. 
In addition, regions within a federal system that are represented in the institutions 
of the federal government have the opportunity to monitor and check actions at 
the federal level that they fear may be inimical to their interests. An example of ter-
ritorial power sharing as part of an effort to end civil war appears in Sudan’s Addis 
Ababa Accords of 1972. The agreement provided southern Sudan with a degree of 
autonomy from the national government, and called for the establishment of an 
elected Southern Regional Assembly (Rothchild and Hartzell 1993).

Finally, it has been suggested that “[f ]or minority groups, losing an election is a 
matter of not simply losing office, but of having no access to the resources of the 
state and thus losing the means for protecting the survival of the group” (Linder and 
Bächtiger 2005: 864).

Economic power-sharing institutions attempt to address exactly this type of concern 
regarding the question of access to and control of economic resources under the pur-
view of the state. Designed to distribute wealth, income, or control of natural resources 
or production facilities on some group basis, economic power-sharing measures have 
been used in countries such as Sierra Leone and Indonesia. In the case of Sierra Leone’s 
1999 Lomé Peace Agreement, economic power sharing was apparent in the commit-
ment to appoint rebel leader Foday Sankoh as chairman of the newly created Commis-
sion for the Management of Strategic Resources. This entity was to be responsible for 
overseeing the country’s extensive gold and diamond resources (Melrose 2009: 136).

As part of a civil war settlement, adversaries can agree to construct institutions 
drawn from one or more of the four categories of power-sharing institutions iden-
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tified above. Generally speaking, rival groups are likely to press for the creation 
of the type of power-sharing institutions that reflect the nature of their particular 
concerns. Those concerns are likely to emanate, in part, from their experiences 
before and during a civil war. If groups have experienced political marginalization 
or discrimination, they will be likely to seek access to political power. Groups that 
have experienced abuse at the hands of the state’s security forces or fear threats 
to their existence by those forces will most likely be motivated to share military 
power. In some instances it may not make sense for groups to seek to design par-
ticular types of power-sharing institutions. Territorial power-sharing institutions, 
for example, are likely to hold little attraction for groups that lack a defined spatial 
distribution.

Table 8.1 shows the distribution of the power-sharing institutions agreed to as a 
part of civil war settlements—both negotiated and following military victories—for 
the period 1945–2006 (Hartzell and Hoddie 2015). Two interesting observations 
can be made based on the data reported in the table. First, the proportion of civil 
war settlements that include some form of power-sharing institution is much higher 
for wars that ended in the post–Cold War period than wars that ended between 1945 
and 1989. This is not surprising, given two facts. One is the rising proportion of civil 
wars that ended via negotiated agreement during the post–Cold War period. The 
other is that nearly all civil wars ending in negotiated agreements call for at least one 
type of power-sharing institution, whereas very few wars ending in military victory 
call for even one such measure.

The second interesting observation has to do with the distribution in the types 
of power-sharing institutions agreed to as part of civil war settlements. As the far 
right column of table 8.1 indicates, political and military power-sharing institu-
tions appear as part of civil war settlements far more often than do territorial and 
economic power-sharing institutions. While the relatively low number of territorial 
power-sharing institutions may reflect the fact that the geography of conflict does 
not lend itself to the use of this kind of measure in some cases, it is less clear why 
warring groups have made economic power-sharing institutions part of a settlement 
less often than they have political and military power-sharing institutions.

One potential explanation for the distribution of types of power-sharing institu-
tions across civil war settlements is alluded to by studies that have distinguished 
among these institutions on the basis of the costliness of the concessions associated 
with each type of institution. Although these studies focus on the effects that the 
costs in question have on the duration of the peace rather than on the probability 
that certain types of institutions will be adopted, the arguments that they advance 
provide an interesting framework for thinking about the latter issue. Jarstad and Nils-
son (2008), for example, posit that political power-sharing institutions are cheaper 
to implement than military and territorial power-sharing institutions. In their view, 
parties are less constrained by the former type of institution, and its implementation 
involves low material costs. DeRouen, Lea, and Wallensteen (2009), on the other 
hand, argue that governments find political power-sharing institutions more costly 
to adopt and implement than military and territorial power-sharing institutions. 
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This occurs, in part, because of the intangible costs associated with “legitimizing the 
rebels’ struggle through political inclusion” (370). Although these two studies clearly 
do not agree on the relative costs associated with different types of power-sharing 
institutions, they do provide us with insight into one of the factors—the costs as-
sociated with adopting and implementing the institutions—that may have an effect 
on the frequency with which they appear in peace settlements.

Finally, a caveat regarding power-sharing institutions is in order. Although, as 
noted above, one of the means by which these types of institutions is hypothesized 
to help keep the peace is by providing a means for peacefully managing conflict, 
power-sharing institutions are not functionally equivalent to democracy (see also 
chapter 9, this volume). Power-sharing institutions do not require democracy in 
order to work. Government and rebel troops can be merged into a single army, 
for example, in the absence of democracy. And as in cases like Cambodia and 
Tajikistan, each of which saw its civil wars ended via a negotiated settlement that 
included power-sharing institutions, the use of power-sharing institutions does 
not guarantee that democracy will be established in the wake of civil war. In fact, 
several scholars have argued that power sharing is incompatible with democracy 
because it guarantees elites positions in government by virtue of a peace settlement 
rather than through the use of elections. Although recent empirical work suggests 
there may be reason to doubt this claim, it bears emphasizing that power sharing 
itself is not inherently democratic.

Table 8.1. Trends in the Use of Power Sharing in Civil War Termination, 1945–2006

Decade 
War Ended

Number of Civil 
Wars Ended in 
Decade

Number of Civil 
War Settlements 
Calling for 
Power Sharing

Distribution of Type of Power-
Sharing Institutionsa

1945–1949 7  2 (28.5%) political: 2 military: 0
territorial: 1 economic: 1

1950s 11  2 (18%) political: 2 military: 0
territorial: 0 economic: 2

1960s 10  1 (10%) political: 1 military: 0
territorial: 0 economic: 0

1970s 21  8 (38%) political: 7 military: 5
territorial: 3 economic: 4

1980s 13  6 (46%) political: 4 military: 4
territorial: 3 economic: 2

1990s 46 34 (74%) political: 26 military: 25
territorial: 15 economic: 14

2000–2006 19 15 (79%) political: 11 military: 13
territorial: 7 economic: 6

Source: Hartzell and Hoddie (2015).
a The column labeled “Distribution of Type of Power-Sharing Institutions” sums the number of each type 

of power-sharing institution that appears in the settlements that call for power sharing in each decade.
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POWER SHARING AND PEACE DURATION: THEORY

Although a growing number of scholars are in agreement regarding the broad 
outlines of power-sharing institutions sketched above as well as the potential such 
arrangements have to help stabilize the peace, important theoretical differences also 
exist in the research on power sharing. Most of these differences center on the causal 
mechanisms or the means by which scholars believe that power-sharing institutions 
help to produce a durable peace; others stem from disagreements regarding issues 
such as the intentions warring actors have in crafting these arrangements and ques-
tions regarding whose behavior it is that is influenced by the institutions. The fol-
lowing section is an overview of theoretical developments regarding the relationship 
between power-sharing institutions and the duration of the peace.

Initial works on power sharing emphasized the security-enhancing effects of these 
institutions. Invoking the concept of the security dilemmas, scholars noted that ad-
versaries obliged to live within the borders of a country had real concerns about who 
would control the instruments of power in the post-conflict state. Addressing these 
concerns was important if there was to be a chance of ending a war via negotiation 
(Walter 1997). Furthermore, if the peace was to be stabilized, the means by which 
rivals’ concerns were addressed should provide a basis for managing conflict in the 
postwar state (Hartzell 1999). Noting that civil war adversaries’ concerns were often 
multifaceted—that is, rivals worried about control of more than one element of state 
power—early work on power sharing posited that it was more “institutionalized” civil 
war settlements, or those that called for an array of power-sharing institutions, that 
would be most likely to produce a durable peace (Hartzell and Hoddie 2003, 2007).

Other research soon emerged that elaborated on the theme of security as well as 
those of signaling and the credibility of commitments. Emphasizing the role that 
commitment problems play in civil war recurrence, Mattes and Savun (2009) hy-
pothesized that power-sharing institutions serve as “fear-reducing provisions” that al-
leviate adversaries’ concerns regarding opportunism by their opponents. Building on 
the idea that power-sharing institutions can serve as a signal of credible commitment 
by parties to a settlement, Jarstad and Nilsson (2008) advanced the argument that 
settlements that contain power-sharing institutions that are more costly and time-
consuming to construct will be more durable. While Jarstad and Nilsson identify 
military and territorial forms of power sharing as the most costly and thus most ef-
fective power-sharing institutions, DeRouen, Lea, and Wallensteen (2009) conclude 
that settlements that contain military and territorial power-sharing provisions prove 
more durable because they are less costly to implement and therefore more likely 
actually to be put in place.

More recent work on civil war settlements has identified alternative causal 
mechanisms believed to account for the effect that power-sharing institutions have 
on settlement durability. Mason, Gurses, Brandt, and Quinn (2011) identify “mul-
tiple sovereignty” as a threat to the duration of the peace. A condition of multiple 
sovereignty exists when one or more organized armed challengers able to mobilize 
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significant degrees of popular support remain in place following the end of a civil 
war. Power-sharing institutions help to buttress the peace, argue Mason et al., by 
dismantling or at least weakening multiple sovereignty.

Focusing on the size of the governing coalition, the group whose support a leader 
needs in order to claim political power over the rest of society, Joshi and Mason 
(2011) posit that larger governing coalitions are associated with a lower probability 
of peace failure. Because power-sharing institutions are inclusive in nature, settle-
ments that call for such measures help to expand the size of the governing coalition. 
By including former enemies and newly mobilized groups within the postwar struc-
tures of power, power-sharing institutions help to minimize the likelihood that actors 
will destroy these structures by returning to war. This argument is one that appears 
in Binningsbø’s (2011) work as well. This focus on the peace-enhancing characteris-
tics of inclusion through power sharing, it should be noted, corresponds nicely with 
recent research that indicates that political and economic exclusion at the group level 
heightens the risk of ethnic civil war onset (Cederman, Gleditsch, and Buhaug 2013; 
see also chapter 3, this volume).

One of the most recent and more novel theories regarding the peace-augmenting 
effects of power-sharing institutions suggests that some of these measures contribute 
to the longevity of the peace through their effects on governance and public service 
delivery (Cammett and Malesky 2012). According to this line of thought, some 
forms of political power sharing undergird greater state capacity and facilitate the 
provision of public goods, thereby satisfying the welfare needs of a larger segment of 
the population. It is the higher quality of governance associated with some power-
sharing institutions that helps to explain why civil wars are less likely to resume fol-
lowing settlements characterized by such measures.

The question of whether or not parties implement the terms of the peace settle-
ments that they have agreed to is one of relevance to all of the theories enumerated 
above. While agreements to create power-sharing institutions carry costs for the 
parties involved and thus serve to signal the credibility of their commitment to the 
peace, full implementation of those agreements arguably carries higher costs and 
demonstrates an even more thoroughgoing commitment to abstain from returning 
to war (Hoddie and Hartzell 2003, Jarstad and Nilsson 2008, and Joshi and Ma-
son 2011). Scholars have only recently directly tested this proposition. Employing 
a dataset that focuses on government-rebel dyads and the specific power-sharing 
measures to which they agree as part of a settlement, Ottmann and Vüllers find 
that while promises of military, economic, and territorial power sharing all reduce 
the risk of a return to war, when it comes to the implementation of power-sharing 
measures, only implemented promises of military power sharing extend the dura-
tion of the peace (2015). When power-sharing commitments and the subsequent 
implementation of those measures are looked at in conjunction, military, economic, 
and territorial power-sharing commitments all reduce the risk of conflict recurrence 
as does the implementation of political power sharing. Interestingly enough, the 
implementation of economic power-sharing measures is found to increase the risk of 
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a return to civil war. This leads to the interesting conclusion on Ottmann and Vül-
lers’s part that “the promises of power-sharing and their subsequent implementation 
follow different bargaining logics” (2015: 346).

Finally, it should be noted that a number of scholars who have carried out research 
on power-sharing institutions have voiced doubts regarding the effects these arrange-
ments have on the stability of the peace. Roeder and Rothchild (2005), for example, 
posit that power-sharing institutions generate incentives that encourage ethnic elites 
to escalate their claims for increased access to state resources. As a result, they ar-
gue, power-sharing agreements may help end a war but only for the short term as 
renewed bargaining can be expected to lead to the reemergence of armed conflict. 
Other critics of power-sharing arrangements raise important questions regarding the 
beneficiaries of such measures. Tull and Mehler (2005) contend that the leaders of 
groups excluded from power-sharing arrangements might initiate further conflict 
in an effort to secure their own share of state power. Additionally, observes Mehler 
(2008), since it is by and large elites who profit from these arrangements, the masses 
are unlikely to demonstrate any real degree of commitment to the peace.

POWER SHARING AND PEACE DURATION:  
THE EMPIRICAL RECORD

Empirical tests of many of the hypotheses specified above have provided an expanding 
body of support for the proposition that power-sharing institutions can help to stabi-
lize the peace following a civil war. Whereas initial tests of the influence power sharing 
has on the duration of the peace focused on the question of whether or not the fighting 
remained terminated for some period of time (e.g., for three years or five years follow-
ing the end of the war), more sophisticated event-history models that consider the du-
ration of a peace episode until (or if ) a peace settlement fails have been used for the past 
several years.7 These duration models have enabled scholars to observe that although 
settlements that include power-sharing measures have a higher likelihood of failing in 
the initial years following the end of a civil war, their stability-enhancing effects grow 
with the passage of time (Hartzell and Hoddie 2003; Joshi and Mason 2011).

Although empirical tests have helped to foster a growing consensus on the utility of 
power-sharing measures in helping to shore up the peace, important differences have 
also emerged from efforts to assess the effects of these measures. Most of the disparities 
that exist have to do with whether some forms of power sharing do a better job of help-
ing to stabilize the peace than others. Some scholars find that military and territorial 
power sharing have a positive impact on peace duration, for example, while others find 
that political power sharing does this best, and yet others find that political power shar-
ing has a negative (although not statistically significant) effect on settlement stability.8

Differences in the results of tests of the effects of power-sharing institutions are 
most likely the product of a variety of factors. These include the use of different da-
tasets, with some scholars focusing only on conflicts that meet the Correlates of War 
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threshold for civil wars and others employing more expansive datasets that employ 
the lower UCDP threshold of twenty-five conflict deaths. Another key difference 
among the empirical tests that have been conducted on power sharing is that many 
focus only on negotiated agreements of conflict, while more recently others have in-
cluded wars that end in military victory by one side in their analysis as well. Finally, 
another important source of variation among studies that may account for some of 
the differences in empirical test results is that some scholars focus only on whether a 
settlement calls for the use of particular power-sharing institutions, while others code 
whether the power-sharing agreement was implemented.

EMERGING RESEARCH ON POWER  
SHARING AND CIVIL WAR SETTLEMENTS

The last few years have seen a broadening of the research being conducted on power 
sharing as part of peace settlements. Although new work regarding the impact that 
power-sharing institutions have on the duration of the peace continues to emerge, 
some scholars have begun to shift their attention to the effects that power sharing 
has on the quality of the peace that citizens experience in post-conflict states. Em-
pirical work in this vein includes a study by Cammett and Malesky (2012) which 
finds that power sharing has a positive and significant effect on government spend-
ing on health, improved literacy rates, control of corruption, regulatory quality, and 
citizens’ perceptions of government effectiveness in the post–civil war state. Tackling 
a long-running debate on the effects power-sharing institutions have on democracy, 
Hartzell and Hoddie (2015) find that states that adopt a range of these measures 
have a higher likelihood of establishing procedural democracy following the war’s 
end. In the newest extension of this line of work, scholars have begun to examine 
the effects that power-sharing institutions have on human rights. Responding to 
concerns regarding the protections that power-sharing institutions sometimes pro-
vide to political elites with a history of human rights abuses, Hoddie (2014) finds no 
significant relationship between power-sharing settlements and violations of physical 
integrity rights in post-conflict states.

Many of the newest advances in the research on power sharing have been data 
driven. Seeking to understand what aspects of power sharing exercise influence on 
the duration and the quality of the peace, scholars have begun to employ more re-
fined conceptions of power-sharing institutions. Rather than using political power 
sharing as an aggregated variable, for example, scholars have sought to determine 
what effects closed-list proportional electoral systems (Cammett and Malesky 2012) 
and executive-level coalitions (Martin 2013) have on the peace. Datasets that provide 
more fine-grained data on peace agreements offer researchers the potential more ac-
curately to determine what aspects of power sharing—as well as other elements of 
peace agreements more generally—shape the duration and quality of the peace. Sig-
nificant among these data collection efforts are the UCDP Peace Agreement Dataset 
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(Högbladh 2011), which contains information on the provisions of peace accords, 
and the Kroc Institute’s Peace Accords Matrix, which provides details on fifty-one dif-
ferent topics that may fall within the scope of a peace agreement.

Advances in modeling in the last few years have also shaped the latest wave of 
research on peace settlements and power sharing. One of the problems to which the 
research on power sharing and its effects has been susceptible is that of endogeneity. 
In all likelihood, actors do not randomly adopt power-sharing institutions as part 
of settlements to end civil wars. It is possible, for example that civil war adversaries 
will prove most likely to agree to construct power-sharing institutions as a means of 
ending particularly difficult conflicts.9 If this is the case and the peace is least likely 
to prove durable following these types of conflicts, then the failure to take this po-
tential source of bias into account could lead researchers to miss the positive effect 
power-sharing institutions have on the duration of the peace. In order to deal with 
this issue, scholars have begun using two-stage approaches that include the use of an 
instrumental variable in the first or selection stage of the model. Using this approach, 
scholars have found that whereas single-stage models may find a negative associa-
tion between power-sharing institutions and the duration of the peace, once reverse 
causality is accounted for, power-sharing institutions are found to have a positive and 
significant impact on the duration of the peace (Wucherpfennig 2011).

FUTURE RESEARCH ON POWER  
SHARING AND PEACE SETTLEMENTS

Power-sharing institutions have become an increasingly prominent aspect of civil war 
settlements. As such, it is important for the elites who agree to them, the actors and 
organizations that help to shape and implement them, and the citizens who live under 
them to learn more about their effects. Scholars can help with this task in a number of 
ways. I elaborate on some potential issues for further research in what follows.

Theory

Two principal themes seem likely to provide productive areas for future research. 
One of these involves the issue referenced at the beginning of this chapter—the 
terms of civil war settlements. Given that the dominant theories of war termination, 
including those regarding the role that power sharing plays in civil war settlements, 
are informed by bargaining models of war, scholars should strive more directly to test 
the propositions that stem from those models. Rather than assuming, for example, 
that conflicts that end in military victories see the organizational structures of all but 
one of the parties destroyed, empirical evidence regarding the fate of factions should 
be collected. Data of this nature could better help us to answer questions such as 
whether it is easier for parties to remobilize for armed conflict following negotiated 
settlements, as has long been claimed. Scholars should also strive to collect data 
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regarding the terms of all kinds of settlements, not just those that end in negotiated 
agreements. In the absence of such data, we cannot, in Kreutz’s words, determine 
“whether [or not] power sharing reduces the likelihood of [conflict] recurrence com-
pared to all post-conflict situations” (2014: 357).

The second area that seems ripe for theoretical development is further exploration 
of the implications power-sharing institutions have for the peace. Thus far, scholars 
have been concerned with the pressing question of the effects that power sharing has 
on the duration of the peace. In light of growing evidence that there is a positive as-
sociation between power sharing and the longevity of the peace, it seems worthwhile 
to turn to some of the follow-on effects these institutions might have. Given that 
power-sharing institutions have been described as providing a means for managing 
conflict in the wake of civil war, it seems reasonable to ask how such measures might 
shape other dimensions of relations among actors in the post-conflict state. If some 
power-sharing institutions provide groups with means of blocking the passage of 
laws that they perceive as negatively affecting their interests, for example, it would 
be of interest to explore whether this results in deadlocked and/or inefficient govern-
ments. Another topic of interest is the effect that power-sharing measures have on 
women’s political participation, particularly since women are often excluded from 
participating in the peace processes where such institutions are designed. While a 
few incipient steps have been taken in this direction, there is a good deal of room 
for scholars to think about the ways in which institutions designed to end civil wars 
might shape the quality of the peace.

Data

A number of the criticisms that scholars have raised regarding power sharing 
concern their effects on non-elite actors. Power-sharing arrangements are designed 
and agreed to by elites who are generally the politico-military leaders of warring 
groups. The presumption that underlies the bargaining model of civil war is that 
these elites agree to these measures because they advance not only their interests but 
those of their followers as well. Scholars have increasingly raised questions regarding 
the validity of this assumption. The truth of the matter is that we have little way of 
knowing what effects power-sharing institutions have on the interests of different 
subsets of the population in post-conflict states. Do power-sharing institutions line 
the pockets of elite leaders at the expense of their followers, as some scholars have 
suggested (Devre 2011)? Although anecdotal evidence for countries like Lebanon 
and Nigeria suggests that this is the case, cross-national evidence in support of this 
claim is lacking. Do territorial autonomy arrangements improve the sense of security 
felt by individuals within the autonomous region or enhance their feelings of effi-
cacy? Again, we currently lack the data to test such claims.

These observations suggest that data that could help us to assess the effects that 
power-sharing institutions have on politico-military elites, their followers, civil so-
ciety, regionally based groups, and other sets of actors within post–civil war states 
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would be extremely useful. Survey data seem to be a particularly fruitful way to get 
at important questions including the degree of knowledge that different groups have 
regarding the nature of power-sharing institutions, individuals’ and groups’ percep-
tions regarding the effects power-sharing measures have on their interests, and the 
manner in which all of this shapes their commitment to peace settlements.

Additional Topics

One of the topics that has been neglected in research on the role that power-sharing 
institutions play in peace settlements is the question of the factors that influence how 
parties come to agree to these terms. The bargaining literature generally has empha-
sized the role that combat or military means play in the bargaining process (Reiter 
2003). Although combat may play an important role in structuring the terms of settle-
ments in interstate wars, it is less clear that it plays as significant a role in intrastate con-
flicts, particularly in the post–Cold War period. One reason this is the case is that the 
often asymmetric, hit-and-run nature of civil wars makes for fewer clear signals where 
battlefield victories are concerned. Another important factor that bears consideration 
is the role of third party actors in shaping “the conditions under which . . . forms of 
conflict resolution are crafted” (Svensson 2014a: 370). Scholars should seek to deter-
mine whether mediators and other third party actors are pressing civil war adversaries 
to agree to power-sharing arrangements as a means of ending civil wars or whether 
those actors are arriving at such agreements organically. If such measures accord more 
with the interests of third parties than with the interests of the warring groups, the bar-
gaining literature suggests that we should not expect such settlements to prove stable.

Researchers should also seek to develop a better understanding of the implemen-
tation of civil war settlements. We should seek to learn more about the conditions 
under which conflict parties are more likely to implement peace agreements as well 
as the factors that have an impact on how closely parties cleave to the letter of the 
agreement when implementing its provisions. While the cost associated with putting 
power-sharing institutions into place is likely to be one important determinant of 
implementation, other factors such as state capacity and the extent of external as-
sistance and monitoring are sure to matter as well.

Finally, another subject worth exploring is the effect that components of civil war 
settlements other than power sharing have on the duration of the peace, both inde-
pendently and in interaction with power-sharing institutions. Power-sharing institu-
tions are not the only component of civil war peace settlements (and, in fact, may 
not figure at all in some settlements). Understanding how power-sharing measures 
interact with other terms of settlements such as transitional justice measures may 
be critical to understanding whether or not peace takes hold (see chapter 11, this 
volume). Power-sharing institutions are an important component of civil war settle-
ments and as such deserve to be better understood. They are only one dimension 
of the terms of a settlement, though, and as such must also be put into perspective.
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In the aftermath of civil wars, among the greatest challenges is to ensure that vio-
lence does not recur, undoing any agreement to end the conflict that might have 
been reached.1 Yet we know that risk of return to warfare is quite high, with over 40 
percent of states experiencing second (or more) civil wars (Quinn et al. 2007). One 
strategy for conflict mitigation in the short term is the deployment of peacekeeping 
forces to supervise the cease-fire and possibly to perform a series of other tasks, such 
as disarmament, conventionally referred to as peacebuilding missions. In the longer 
term, promoting democracy along the lines of Western liberalism is thought to cre-
ate the conditions under which political violence is no longer an option with the 
rule of law and democratic processes channeling disagreements to peaceful means of 
conflict resolution.

Neither peacekeeping nor efforts at democratization is a panacea for the problems 
that plague post-conflict states. Yet under certain conditions, both can promote 
peace and stability. Nevertheless, to date, research on these strategies sometimes 
raises more questions than it resolves and contains a number of limitations that 
provides fruitful bases for future research.

This chapter reviews the state of knowledge in studies of peacekeeping,2 spe-
cifically with respect to preventing violence renewal and democratization in post-
conflict contexts. In terms of violence renewal, this chapter examines theoretical 
arguments on how peacekeeping operations affect the durability of the post–civil 
war peace, including the characteristics and missions of peacekeeping operations.3 
Beyond the minimalist requirement of simply sustaining the peace after a civil war, 
postwar peacebuilding requires building a viable political regime, among other tasks. 
Thus, this chapter explores the special obstacles that post–civil war nations face with 
respect to installing democratic institutions and sustaining them over time and the 
role that peacekeeping forces have in that process. Although preventing violence 
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and democratization are usually thought of as separate processes, they sometimes 
intersect in that peacekeepers can be assigned the role of election supervision, and 
peacebuilding operations might include assisting in the development of the rule of 
law. There is extensive research done on both peacekeeping and democratization 
separately, but there is less work on these phenomena in post-conflict periods, and 
there is reason to believe that this context poses some unique challenges to both; ac-
cordingly, this chapter discusses these as a prelude to a review of extant findings and 
the specification of agendas for future research.

PEACEKEEPING AND THE DURABILITY OF PEACE 

In assessing the impact of peacekeeping in general, the predominant standard of 
success has been “peace duration,” or the length of time following the deployment 
of peacekeepers to the next incidence of violence (see Diehl and Druckman 2010). 
In the context of civil wars, most research has focused on peacekeeping operations 
that occur in the aftermath of active fighting, whether following a peace agreement 
or not (see more below on cease-fires). Success is largely defined as the absence of a 
renewal of civil war.

The Post–Civil War Context for Peacekeeping

Many of the findings about the impact of peacekeeping mix different types of 
operations and different kinds of contexts, and thus it is difficult to discern the ef-
fectiveness of peacekeeping specifically in the aftermath of civil wars. Early studies of 
peacekeeping focused largely on interstate conflicts, primarily because that was the 
context in which operations were deployed until the late 1980s. Since then, more 
than 90 percent of peace operations have been deployed to conflicts with a signifi-
cant, if not exclusive, internal conflict component; several operations in Haiti and 
the Congo, respectively, fit this profile.

Overall, peacekeeping has a mixed or “mediocre” (Bratt 1996) record of fulfilling 
its mandates, but this does not necessarily tell us about the context at hand, which 
mixes two elements that have been found to have opposite effects—civil war and 
post-conflict situations respectively.

Various case studies and other analyses suggest that peacekeeping encounters 
greater difficulties in monitoring cease-fires in civil wars than interstate conflicts 
(Diehl 1994; Wesley 1997). First, civil conflicts often involve more than two identi-
fiable groups in conflict; by definition, an internationalized civil war involves more 
than two actors. In contrast, interstate disputes have been overwhelmingly dyadic, 
or fought between only two independent countries. As the number of actors in the 
dispute increases, so too does the likelihood that one or more of them will object to 
a cease-fire or settlement and the provisions for the deployment of the peace forces 
(Cunningham 2011); they may take military action against other actors or the 
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peacekeeping soldiers. For example, U.S. and French peacekeepers came under fire 
from Lebanese factions during a 1980s deployment. Thus, there is more potential 
for “spoilers” in civil conflicts than interstate ones.

Beyond the difficulty of aggregating multiple preferences in support of a peace 
operation, the geographic requirements are different in a civil conflict from those in 
an interstate one. Civil instability may mean that several groups are operating in dif-
ferent parts of the country. This could lead to more violent incidents, as peacekeep-
ing operations are typically small and unable to monitor large areas. Furthermore, 
unlike an identifiable international border or cease-fire line, such as the demilitarized 
zone in the Golan Heights between Israel and Syria, it may be impossible to demar-
cate a line or area separating the many sides in the conflict (e.g., Israeli settlers in 
the West Bank are interspersed with the Palestinian population). The cease-fire line 
between Ethiopia and Eritrea is much clearer than any separation between various 
groups in Sierra Leone. Being from the same state and often not wearing military 
uniforms (indeed, sometimes not being traditional military or paramilitary units at 
all), participants in a civil conflict are hard to identify, much less to separate when 
they occupy the same geographical space. Interstate disputants can more easily be 
identified and separated across internationally recognized borders or militarily de-
fined cease-fire lines.

Civil conflict may be quite dangerous to peace forces, and the situation more dif-
ficult to control. James (1994: 17) notes that in civil conflict, “Arms are likely to be 
in the hands of groups who may be unskilled in their use, lack tight discipline, and 
probably engage in guerrilla tactics. Light arms are also likely to be kept in individual 
homes, and may be widely distributed.” These conditions open the peacekeepers up 
to sniper fire and other problems, as well as making it virtually impossible to secure 
a given area fully.

Standard distinctions are made between wars in which ethnic fragmentation is 
involved and when it is not and, in a related fashion, between secessionist conflicts 
and those in which rebel groups seek to overthrow the government and seize control 
of the whole country. The evidence is mixed, however, on whether such distinctions 
affect peace operation success. Heldt (2001) notes that secessionist conflicts, such 
as during the Sudanese civil war, are no more difficult to handle than other civil 
conflicts. Fortna (2008a) suggests that ethnic conflicts are more prone to reignite, 
but her results are not statistically significant, and Heldt (2001) actually argues that 
ethnically divided societies are less war-prone following peacekeeping.

Peacekeeping in civil war contexts is problematic, but operations that occur in 
the post-conflict or fourth conflict phase (Diehl and Balas 2014) tend to be more 
successful than operations in earlier phases, including the third phase, when there 
is a cease-fire but no conflict resolution.4 This is not necessarily attributable to any 
unique characteristics of peace operations in this phase. Rather, the post-conflict, 
agreement phase is one in which the conflicting parties (or a critical mass of them 
anyway) have agreed not only to stop fighting but also on how to resolve some of 
the differences that were the sources of violent conflict in the past. Peacekeeping 
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plays a significant role in the implementation of such an agreement; for example, in 
the early 1990s, the United Nations Transitional Authority in Cambodia (UNTAC) 
successfully oversaw the repatriation of refugees and monitored democratic elections 
(over 90 percent of registered voters participated). Thus, the baseline probability of 
violence is lower in this phase, as opposed to cases in which fighting is ongoing or a 
cease-fire has occurred without any resolution of disagreements.

THEORETICAL EXPLANATIONS:  
WHY PEACEKEEPING WORKS

In general, scholars have long lamented the lack of peacekeeping-specific theory 
(e.g., Paris 2000); to the extent that theoretical formulations have been used to 
account for peacekeeping outcomes, they have been borrowed from other research 
milieus (Diehl 2014). Rather than coherent theory, peacekeeping studies have most 
often provided a series of variable-specific accounts for success and failure, with an 
emphasis on the latter more commonly than the former. Equally common have been 
attempts at providing ad hoc explanations after reporting empirical findings rather 
than starting with theoretically informed expectations that are subject to testing.

Generally, Fortna (2008a) offers what she describes as a “theory” to explain how 
peacekeeping works. In her conception, and reflective of past research on peacekeep-
ing, the prevention of conflict renewal is achieved through a series of tasks that 
peacekeepers perform. By separating combatants at a physical distance, peacekeepers 
prevent the accidental engagement of opposing armies, thereby inhibiting small in-
cidents that could escalate to renewed war; part of the success of peacekeepers in the 
Sinai can be attributed to separating Israeli and Egyptian forces. Peacekeepers also 
inhibit deliberate cheating on cease-fire agreements, as violations can be more easily 
detected. The physical separation of the protagonists provides early warning of any 
attack and thereby decreases the tactical advantages that stem from a surprise attack 
and increases the uncertainty of any side winning the next battle (Smith and Stam 
2003). Renewed warfare in which the aggressor can be identified by the peacekeepers 
and in which peacekeepers are partly the target of that aggression is also likely to pro-
duce international condemnation. The costs in international reputation and possible 
sanctions, combined with the decreased likelihood of quick success, are designed to 
be sufficient to deter any attack (Fortna 2008a). Significantly, results from Mason 
et al. (2011) indicate that the conflict diminution effects are just as strong during 
the time that the peacekeepers are actually deployed as during the period following 
their withdrawal. This suggests that not only are the peacekeepers effective in directly 
deterring or preventing violence but that they also facilitate other processes that lay 
the groundwork for long-term peace.

With respect to post-conflict contexts, the purported success of peacekeeping 
has been explained through “credible commitment” theory, largely derived from 
the civil war literature (Walter 2002; see also Hartzell et al. 2001). The theoretical 
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story flows from bargaining theory in that when parties to a conflict are ready for a 
settlement, they might need a third party to guarantee the implementation of that 
agreement, given that enemies do not trust each other and that there are incentives 
to undo the settlement in the future by one or both parties. Peacekeepers can play 
that role by performing or monitoring a series of tasks in the post-conflict context 
that disputants will not trust to one another; these include agreement provisions for 
demobilization, disarmament, and reintegration (DDR) and election supervision 
respectively. Peacekeeping personnel are usually regarded as impartial and therefore 
more likely to carry out these tasks in line with both the substance and spirit of the 
provisions crafted by the disputants, at least relative to the parties relying on each 
other. Thus, peacekeepers were trusted to monitor elections and the demobilization 
of troops in Namibia prior to its independence rather than relying on the outgoing 
South African administration.

Plans for peacekeeping are often part of a peace agreement as the parties would 
not accept the settlement without such a guarantee. That peacekeeping leads to 
better post-conflict outcomes is consistent with credible commitment theory. There 
are corollaries—foreign direct investment should increase with peacekeeping if the 
commitment is credible (Diehl 2014), but studies have not yet verified that effect. In 
addition, most peacekeeping operations after civil wars are relatively short, and it is 
not clear that long-term peace can be attributed to peacekeeping guarantees against 
reneging of the agreement.

EMPIRICAL EVIDENCE

Looking at the incidence of violent conflict’s being renewed following a cessation of 
hostilities, there is clear evidence that peacekeeping works at least on the aggregate 
level. Depending on a variety of analyses and time periods, Fortna (2008a) notes 
that peace operations can reduce the renewal of civil warfare by 30 to 95 percent, 
a substantial effect. Because we know that peacekeepers are often sent to the most 
dangerous conflicts (Gilligan and Stedman 2003; Fortna 2004), she controls for the 
more difficult or severe conflicts into which peacekeepers are sent. Thus, compari-
sons of conflict outcomes between contexts with and without peace operations are 
not biased by the different initial conditions they face (see also Gilligan and Sergenti 
2008 for an alternative approach). Doyle and Sambanis (2006) also confirm that 
putting UN peacekeepers in place after a civil war delays or prevents the renewal 
of violence. Similarly, Mason et al. (2011) report that the presence of peacekeepers 
reduces the likelihood of civil war renewal by over 70 percent (see also Quinn et al. 
2007 for similar findings).5

Peacekeepers not only have a strong substantive effect on dissipating conflict 
renewal, they are also relatively important vis-à-vis other factors. Perhaps only a deci-
sive victory by one side in a civil war has a stronger pacifying effect on future conflict. 
Notably, a series of other factors—for example ethnic and economic concerns—are 
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likely to impact not only the dynamics of the original civil war, but also the pros-
pects for its renewal.6 Yet peacekeeping is one of the few factors that we can isolate 
as having an impact on civil war renewal and not on the original violence. There are 
a few studies that include a peacekeeping variable as a control or secondary concern 
in studies of power sharing and the durability of peace after a civil war; at least two 
of these studies (Jarstad 2009; Ottmann and Vüellers 2015) conclude that there 
is no effect or no value added from peacekeeping in the context of power-sharing 
peace agreements (more broadly, see chapter 8, this volume). It is not clear how this 
comports with the findings above or whether power-sharing cases are different than 
other post-conflict scenarios.

The above studies look at the aggregate effects of peacekeeping on conflict, focus-
ing on whether a country as a whole experiences another civil war or not. Yet such 
analyses cannot precisely determine whether peacekeeping operations are causally 
related to the outbreak of war or violence. New civil wars might break out in substate 
geographic areas where no peacekeepers were deployed, but countries might remain 
stable in areas where such operations were ongoing (and vice versa); this could give 
a false sense of whether peacekeepers were effective. Accordingly, and consistent 
with a general trend in civil war studies, several works have sought to disaggregate 
civil conflict and peacekeeping deployment to pinpoint the locations of each and 
thereby better assess outcomes (see chapters 7 and 15, this volume). GIS and other 
geocoded data (e.g., ACLED) have allowed scholars to identify the specific areas 
where violence occurs. We also know that peacekeepers are never deployed in all 
parts of a country, given the relatively small size of most operations and often the 
large geographic areas to cover, such as the Congo. Indeed, there is some evidence 
that peacekeepers concentrate on areas where the government is involved in violent 
interactions, and they also cluster around transportation networks, densely popu-
lated areas, surface-based resources, and international borders (Townsen and Reeder 
2014). Peacekeepers do go to substate areas with the greatest violence (Costalli 2014; 
Reeder et al. 2015), similar to the findings where the state was the unit of analysis.

When the spatial distribution of violence and peacekeepers are matched, it is less 
clear that peacekeeping really reduces conflict. Costalli (2014) reports that peace-
keepers did not reduce subsequent violence in specific areas of deployment. Yet this 
study considers only Bosnia, a case classified as a failure and one that is an exemplar 
of the problems of peacekeeping in civil wars (Howard 2008). Beardsley (2011) ex-
amined the potential diffusion of conflict in the presence of peacekeeping operations 
and in their absence. In the absence of peacekeepers, there is substantial risk that 
the conflict will spread to a neighbouring rival state. Having peacekeepers in place 
significantly reduces that risk. For example, a UN operation in Macedonia is credited 
with preventing the spread of the Bosnian civil war to new areas.

A second way to disaggregate studies of peacekeeping is to consider more care-
fully the particular victims of civil conflict. Duration of peace measures focus on the 
achievement of certain thresholds of battle-related fatalities to signify the renewal of 
violence. Yet peacekeepers are increasingly charged with the protection of the civil-
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ian population. Thus, another standard for success is the ability of the operation to 
limit civilian casualties, which might (or might not) be correlated with the renewal 
of violence under other measures. Peacekeepers do not necessarily respond in terms 
of relocating to the risks associated with civilian casualties (Reeder et al., 2015), but 
there is clear evidence that when they are deployed, fewer civilian casualties result. 
Hultman et al. (2013) demonstrate that as the size of a peacekeeping force increases, 
it is better able to prevent civilian casualties.

Conventionally, studies compare situations with and without peacekeeping in 
order to analyse the efficacy of peace operations in preventing the renewal of civil 
war. This provides evidence on whether peacekeeping on average promotes peace, 
but it cannot help us understand variation across peace operations in their effective-
ness, as there are numerous examples of failures even as the sum total produces a 
positive impact.

Fortna (2008a) is one of the few scholars to distinguish between different kinds 
of peace operations and how they impact peacekeeping effectiveness. First, she 
reports that both consent-based (in which combatants agree to the peacekeeping 
mission) and robust (involving greater military capacity and more permissive rules 
of engagement) forms of peacekeeping are effective in limiting future conflict, and 
neither type seems to have an advantage over the other in this respect. Fortna also 
breaks down consent-based operations in mission types: monitoring, traditional, 
enforcement, and multidimensional respectively. With the caveat that there are 
small numbers of cases in some categories, she concludes that the largest substantive 
impact comes from multidimensional missions (ones that carry out several tasks). 
Various European Union and UN missions in Kosovo collectively qualify as multi-
dimensional; for example, the EU took over responsibility for reforming the criminal 
justice system there, including dealing with war crimes there.

Analysis of operational factors led Heldt (2001) to conclude in his systematic as-
sessment of peace missions in civil wars that characteristics related to peacekeeping 
missions are insignificant, and most variation in the avoidance of war is accounted 
for by other factors related to the context of the conflict. Nevertheless, several recent 
works suggest that organizational elements are important, with the focus less on 
general differences across various international organizations and more on how the 
organizational culture and bureaucratic practices of the sponsoring agency (generally 
the UN) inhibits operational success. Such studies focus extensively on peacebuild-
ing activities rather than traditional operational concerns of limiting armed conflict, 
and thus it is often difficult to disentangle these different goals and the causal factors 
affecting them.

Howard (2008) concentrates on organizational learning in the sponsoring organi-
zation as a partial cause of success and failure. Learning is determined, in part, by the 
effectiveness of the bureaucracy, emphasizing functions in the UN Secretariat rather 
than field actions taken by peacekeeping commanders, as was the case in early stud-
ies. Without this kind of learning, Howard (2008: 2) argues that “the operation is 
unable to implement its mandate or help to construct new domestic institutions that 
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will solidify the peace.” Such learning is considered to be a necessary condition for 
success, but she notes that the other elements—situational factors and cooperation 
from leading states—are also vital (see also Benner et al. 2011). Autesserre (2010) 
blames the dominant peacebuilding culture within the UN for failures to promote 
conflict resolution in Congolese society. Specifically, she criticizes the UN as having 
an incorrect, top-down view of conflict, with an emphasis on the superstructures 
of regional and global sources of tension. The result is that the needs of the local 
population are ignored, and rebuilding society after the conflict fails. A follow-up 
study (Autesserre 2014) reaches similar conclusions, noting that international aid 
workers (peacekeepers and beyond) are mismatched with the local needs and actors 
in terms of information gathering, expertise, and the dominant narratives employed. 
Such inconsistencies help account for problems encountered with peacekeeping in 
the Congo, Cyprus, Burundi, and elsewhere.

Beyond the contextual factors unique to civil wars discussed earlier, other factors 
have been associated with post-conflict success and failure. More severe wars (i.e., 
those with higher death tolls) and those that last longer also limit the prospects 
for lasting peace (Fortna 2008a). In each case, such conflicts heighten and harden 
feelings of enmity between the opposing sides. There is accordingly less inclination 
among the parties to grant concessions and reconcile with their enemies than if the 
conflicts are less serious. Furthermore, even leaders with such an inclination may be 
limited by public opinion and domestic political actors (e.g., military, political par-
ties), who would find such actions unacceptable. Another contextual factor concerns 
the geographic configuration of the conflict and the accompanying peace operation 
deployment (Diehl 1994). Peace missions are most successful when deployed so as to 
detect cease-fire violations and monitor compliance with other mandates adequately; 
as noted above, this is problematic in civil war contexts such as in Liberia, where 
there were no clear cease-fire lines.

There is the broad generalization that the greater the number of different actors 
involved in a conflict, the more difficult it will be to achieve success (Diehl 1994; 
Doyle and Sambanis 2006). As the number of disputants increases, it becomes 
harder for any settlement or even a cease-fire agreement to be satisfactory to all 
parties (Cunningham 2011). Furthermore, there is increasing opportunity for any 
one party to undermine the operation, by refusing cooperation with state-building 
programs or, more seriously, by choosing to renew violence as a strategy to achieve 
goals. Thus, highly complex civil wars are the most difficult to resolve.

Most relevant are the actions of neighboring states (Pushkina 2006) or inter-
ested major powers (Bratt 1997). Third party states can influence the success of a 
peace operation in several ways (Urquhart 1983). Most obviously, they can directly 
intervene militarily in a conflict, causing a renewal of the fighting or jeopardizing 
the safety and mission of the operation. More subtly, they might supply arms and 
other assistance to one of the disputants (or to a sub-national actor) that serves to 
undermine the peace force’s ability to limit violence, as was the case of Syrian and 
Iranian supply of arms to Hezbollah in southern Lebanon. Third parties might also 
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bring diplomatic pressure to bear on one of the actors, such that the actor is more or 
less disposed to support the presence of the peace operation (Bratt 1997; Jett 2000; 
Diehl 1994). Third parties have the potential to play either a positive or a negative 
role in the performance of peace operations. Yet there are potentially more ways to 
complicate a peace operation than to assist it. Furthermore, a third party state that 
supports a peace operation likely stays out of the conflict, whereas, in opposition, it 
will tend to take a more active role.

LIMITATIONS AND FUTURE RESEARCH AGENDA

Behavioral or positivist research on peacekeeping is relatively young, dating only to the 
last two decades. Accordingly, the knowledge base is thin, and there are a number of 
limitations or problems associated with current studies, but these provide the basis for 
future research in this area. First, most of the studies confound simple cease-fires with 
situations in which the protagonists have signed an agreement resolving some or all of 
the disputed issues. Both contexts involve a halt to fighting, but the latter is likely to 
be less prone to resumption of hostilities than lulls in violence that are by definition 
designed to be temporary. In effect, the case selection confounds different phases of 
conflict.7 The choice of mission type and the size of the force, and other factors associ-
ated with outcomes, are likely to be endogenous to the phase in which the operation 
is deployed. Distinguishing between these contexts in future research is essential to 
understanding the impact of peacekeepers, both empirically and theoretically.

Second, extant research relies too extensively on the “peace duration” conception 
of success; only a few studies have gone beyond this to consider protection of civil-
ians, preventing the spread of violence, or the quality of postwar peace (see chapter 
8, this volume). Looking at how long “peace” lasts seems to be more of a convenience 
of data availability and statistical technique (event history analysis) than necessarily 
driven by empirical or theoretical bases. There are multiple indicators of peacekeep-
ing success available (Diehl and Druckman 2010), even if one concentrates on 
the single goal of preventing further violence (e.g., civilian casualties). In order to 
demonstrate the robustness of findings as well as uncover more nuanced effects of 
peacekeeping in the post-conflict context, scholarly research needs to look beyond 
peace duration as the dependent variable. Some other indicators that could be con-
sidered include whether the conflict simply moves to a new geographic area, whether 
weapon flows to disputants are reduced, and whether negotiations are begun and 
successful between the disputants.

Third, and related to the last point, if one does focus on peace duration, the 
threshold used for the renewal of violence—another civil war—is too high. Using 
the Correlates of War standard of one thousand or more deaths in a year to signify 
a civil war and coding renewal dichotomously (yes/no), studies miss lower-level and 
sporadic violence that might occur in the aftermath of a cease-fire. Nevertheless, set-
ting the threshold too low (e.g., twenty-five or more fatalities as is common in many 



148 Paul F. Diehl

civil war studies) might imply that the peacekeeping force was a failure in instances 
in which it responded to the outbreak of violence and restored order quickly, thereby 
preventing escalation to full-scale war. Looking at interval levels of violence would 
allow the detection of such nuances as well as provide a better sense of how successful 
the peacekeeping operation was rather than merely whether it was successful vis-à-vis 
a high threshold event.

Fourth, post-conflict studies of peacekeeping largely ignore the other missions 
performed by operations that are often referred to as “peacebuilding”; these include 
election supervision, promoting the rule of law, and the like. This is not to say that 
research needs to examine the outcomes of every goal or mission of a peace opera-
tion in a post-conflict context. Yet success (or failure) in those missions is likely to be 
intertwined with the ability of the operation to deter or prevent violence. There are 
causal concerns not only with how the outcomes of these tasks affect the renewal of 
conflict but also with whether the simultaneity or sequencing of missions and goals 
(see below) impact outcomes; these concerns have largely been unexplored, even 
as we know that peacekeeping operations in a post-conflict environment rarely are 
mandated to do only one thing.

Fifth, peacekeeping operations after civil wars do not represent the exclusive strat-
egy of peacebuilding, nor are those soldiers the only actors performing peacebuild-
ing duties. Generally, there are associated activities in economic development, civil 
society, and more, carried out by international organizations, NGOs, and foreign 
governments. These vary across post–civil war contexts and arguably might have a 
greater influence on the renewal of conflict than peace operations, especially if one 
adopts a long-term evaluation of conflict renewal. No large-N study has accounted 
for these activities and how they might interact with peace operations’ ability to sus-
tain cease-fires. This is a difficult challenge, but one that future research must tackle 
in order to draw the correct inferences about the impact of peacekeeping.

Finally, the standard peacekeeping study has considered only operations carried 
out by the United Nations, perhaps because data and information are more readily 
available for those operations as opposed to ones carried out by other agents. Never-
theless, the UN now constitutes a minority of all peace operations (Diehl and Balas 
2014), and increasingly operations are carried out by regional organizations, such as 
the European Union, alone and in conjunction with one another and the UN (Balas 
2011). One should not automatically assume that non-UN actors intervene in the 
same conflicts or necessarily have the same record of success as the United Nations. 
Accordingly, future research might consider peace operations in general, rather than 
the more narrowly drawn set of UN operations.

PEACEBUILDING AND DEMOCRATIZATION

Following a civil war, the goals of the protagonists and the international community 
as a whole include more than preventing a renewal of violence. Creating or restoring 
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democratic processes are often one of the goals. Indeed, the majority of post–civil 
war agreements contain provisions for elections (Jarstad 2009), and some 40 percent 
of more of civil wars end up producing democratic governments in their aftermath 
(Wantchekon 2004). Half of all democracies founded after 1945 were achieved in a 
postwar context, and a majority of these followed civil wars (Bermeo 2003).

Underlying the importance of democratization for breaking the conflict trap is 
the overarching democratic peace theory as applied to internal conflict. The general 
finding that democratic states do not fight each other has been extended to civil wars 
(Hegre et al. 2001; Gleditsch et al. 2009), with the rationale that democratic states 
are more responsive to citizen demands and have a series of institutional mechanisms 
(e.g., courts) to channel dissent and manage conflict. Thus, successful democratiza-
tion could lessen the chances for civil war renewal in the longer term.

At the same time, the process of moving from nondemocracy to stable democracy 
has been subject to much academic debate, with some (Mansfield and Snyder 1995, 
2005; Hegre et al. 2001) arguing that the risk of conflict is greatest in this transition 
phase (see also Cederman et al. 2010). Some controversy revolves around the timing 
of elections (see e.g., Brancati and Snyder 2012; Flores and Noorudin 2012) and 
how this has an effect on subsequent democratization and future conflict, elements 
that are intimately tied to one another. Democratization efforts cannot take place 
when violence re-erupts, and failed democratization tends to promote conflict.

The Post–Civil War Context for Democratization and Peacebuilding

Many studies make no distinction between post-conflict and other contexts for 
democratization (Bermeo 2003), even as they might include explanatory variables 
about the characteristics of the state involved (e.g., ethnic composition). Yet there 
are theoretical reasons to believe that post-conflict contexts pose special challenges 
to democratization not present in other scenarios.8

Hartzell and Hoddie (2015) note that civil wars can complicate or undermine a 
series of conditions that facilitate democratization. These include undermining mod-
ernization processes that are conducive to developing democracy. Economic costs of 
redevelopment (following especially destructive wars) might take away resources that 
would otherwise be used for institution building and provision of public goods that 
assist democracy efforts. Social capital might also be degraded because of the war. 
In addition, various actors might have a greater preference for order (Wantchekon 
2004) than for rights and freedoms associated with democracy.

The post–civil war context also creates several insecurity and related commitment 
problems that are not present (or at least to the same degree) in other contexts. Lead-
ers of different groups or factions, representing the concerns of their constituencies, 
will fear that rivals in power will use government institutions for repression or politi-
cal advantage. For example, this was the situation in Rwanda (Samset 2011), when 
the victorious Tutsi rebels won the first election, and thousands of Hutus were killed 
thereafter, independent journalists were jailed, and some rival political parties were 
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banned. This makes such leaders reluctant to cooperate in democratization efforts 
or play by the rules in a contested election. Because of the legacy of past violence, 
winners of the first election have incentives to use power to consolidate control over 
the state’s apparatus, preventing the occurrence of a second election or ensuring its 
own victory in that election (Fearon, 2011). Losers, prospective and actual, recognize 
this and won’t necessarily trust their enemies to continue with the democratization 
process.

Related to the commitment problem with respect to the renewal of violence, 
opposing sides will not trust each other to behave in such a way that free and fair 
elections will occur the first time or that the winning side will honor its commitment 
to democratic processes in the future. These are potential risks for any government 
transitioning to democracy, but the risks are acute when the most recent experience 
that groups had with one another was war.

The unique postwar context for democratization suggests that the democratiza-
tion process might be less successful here than in other contexts and require special 
efforts to redress limitations. Nevertheless, from a causal standpoint, Fortna and 
Huang (2012) find that the same factors that influence democratization generally 
also apply to post-conflict contexts. This suggests that models might not need to be 
specific to that context, although this conclusion is dependent on specific empirical 
findings reported below, and these do not necessarily constitute a consensus.

THEORETICAL EXPECTATIONS:  
HOW DOES PEACEBUILDING HELP? (OR DOES IT?)

There are a myriad of factors that affect democratization and in multiple contexts, 
and this chapter will not review these. More specifically, the focus will be on how 
peacebuilding operations—essentially peacekeeping operations that can carry out 
and coordinate a series of other functions beyond conflict abatement—contribute to 
(or do not) the democratization process.

At the most basic level, the ability of an operation to prevent the renewal of vio-
lence contributes to democratization (Fortna 2008b), a process that requires stability 
and that cannot function in an environment of open warfare. Yet a peacekeeping op-
eration is more likely to contribute to democratization when it is assigned a series of 
peacebuilding functions that complement efforts at democratization. One such mis-
sion is demobilization, disarmament, and reintegration (DDR). Peacekeepers super-
vise the turning in of weapons and demobilization of various armies and militias and, 
in some cases, the integration of those irregular forces into the national militaries as 
well. The African Union made this part of its mandate in sending a peace mission 
to Darfur, although its success in this task, and for the mission in general, is open to 
question. DDR makes the renewal of civil war less likely by limiting the ability of 
other forces to challenge the existing government (Wantchekon 2004; Brancati and 
Snyder 2011) or subvert democratic processes. Once again, peacekeepers provide a 
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credible commitment in carrying out DDR supervision, actions that former enemies 
will not entrust to one another.

Most directly relevant to democratization is the role of peacekeepers in election 
supervision. Peacekeepers ensure that violence does not disrupt voter registration, 
campaigns, and voting in post-conflict elections; these tasks have been carried out by 
peacekeepers in Western Sahara, Nicaragua, Cambodia, and other locations. Work-
ing with international and national authorities, peacekeeping is designed to ensure 
that the elections are “free and fair.” If successful, the election outcome is more likely 
to be accepted as legitimate by local groups and the international community, and 
such legitimacy is thought to decrease the chances that the losers would challenge 
the election with violence and outside parties would support such challenges.9 Thus, 
peacekeepers provide a credible commitment to any agreement that democratic elec-
tions will be held (Brancati and Snyder 2011). Nevertheless, peacekeeping usually 
takes place only for the first election following a civil war, and thus does not and 
cannot address concerns of the losers with the post-election actions of the winner or 
the legitimacy of the second election; the latter is often a critical signpost for success-
ful democratization in the long run.

Other peacebuilding missions might include facilitating the rule of law and pro-
moting economic development; these are functions often carried out primarily by, 
or in conjunction with, other actors, including international agencies (e.g., World 
Bank) or nongovernmental organizations. Such peacebuilding helps create condi-
tions more conducive to democracy efforts (e.g., economic development) or directly 
promotes components of democracy (e.g., creating a functioning judiciary system). 
This was the initial goal of peacekeeping efforts in East Timor, although a follow-up 
operation was needed there to deal with a renewal of violence. Finally, and related to 
the theoretical claims concerning credible commitment, peacekeepers can increase 
the flow of information between opposing sides and build the trust necessary for 
democratization to grow (Heldt 2011).

Much of the decidedly negative view of peacekeeping and democratization comes 
from critical theorists (e.g., Pugh 2004) who see peacekeeping as another form of 
imperialism and critique the fundamental assumption that Western liberalism and 
democracy should be encouraged by the international community in the aftermath 
of a civil war. Such studies generally lack a systematic empirical component. Perhaps 
the only exception is Marten’s (2004) study of a handful of civil wars. She concludes 
that attempts to build democracy through the UN in these contexts is a “pipedream,” 
although this might be read as an indictment of any attempts at democratization, 
whether through UN peace operations or otherwise.

The above explanations would seem to imply that peacebuilding has a uniformly 
positive or negative effect on democratization. Nevertheless, several scholars have 
identified what they term as “dilemmas” between peacekeeping and democratization 
such that they might work at cross purposes. Jarstad (2008) develops these in detail 
as a framework in which various authors examine individual cases (Jarstad and Sisk 
2008). She describes peacebuilding and democratization as intersecting processes 
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that have the potential to undermine one another. The horizontal dilemma refers 
to the degree to which all parties are included in a peace agreement and subsequent 
democratic efforts (as opposed to excluding certain elites or groups as has been the 
case in Somalia). Broad inclusion might be good for maintaining peace, but counter-
productive for democratization. The vertical dilemma involves the trade-off between 
legitimacy and efficacy, again relating to issues of inclusion of the masses. Getting 
agreements to keep the peace might be elite driven, but ultimately democracy (and to 
some extent peace) depends on local factors and the cooperation of the mass public.

The third dilemma, labeled “systemic,” deals with international versus local control 
of the peacebuilding processes. Peacekeeping involves external actors and resources, 
and these might be necessary to prevent the renewal of violence and carry out some 
of the tasks noted above. Yet democratization might depend on local ownership of 
activities. If the international community assumes too much responsibility for ac-
tivities, then democratization and other efforts lack legitimacy from being imposed 
from outside (Autesserre 2010). There is also the concern that unless domestic actors 
take responsibility, democratization efforts will fail in the long run. Finally, temporal 
dilemmas suggest that short-term efforts might undermine long-term success. For 
example, efforts to keep the peace in the short term might involve substantial limits 
on democratic freedoms, such as public demonstrations. Initial efforts at democ-
ratization might trigger violence and unravel the mechanisms for long-term peace.

The theoretical dilemmas of democracy and peacebuilding suggest a more 
ambiguous impact of peacekeeping on democratization. The value of promoting 
the stability necessary for democratization might be mitigated, canceled out, or 
overcome by the negative impact that peacebuilding has on democratization. The 
exact effects and their magnitude are largely empirical questions, and the results are 
reviewed in next section.

EMPIRICAL EVIDENCE

Does peacekeeping promote democratization? Authors in the Jarstad and Sisk (2008) 
collection find empirical support for the dilemmas noted above (see Sisk 2008 for an 
integrative summary), but it is not always clear whether these can be attributable to 
peacekeeping forces or other aspects (e.g., attempts to build civil society). Looking 
specifically at peacekeeping elements, empirical results present a mixed bag, although 
an emerging consensus suggests that peacekeeping has little effect on democratization.

Leaving aside some works that mix interstate and intrastate contexts (e.g., Picker-
ing and Peceny 2006), early work found peacekeeping operations were positively 
associated with democracy formation. Most cited was the study by Doyle and Sam-
banis (2006), which reports improvement in democracy scores two to five years after 
a civil war in the presence of a multidimensional peacekeeping force. Yet, as Fortna 
and Huang (2012) note, these and other studies of postwar democratization suffer 
from a number of methodological flaws. First, those works often compare pre- and 
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postwar democracy levels but ignore that many of the changes in democracy levels 
occur during the war, thereby leading to misleading inferences about changes in 
democracy levels. Second, there might be differences in short- and long-term effects, 
the latter of which are not addressed in studies. Third, democracy scores based on 
Polity data include as components the presence or absence of political instability and 
violence (Vreeland 2008), thereby making claims partly tautological that limiting 
violence, for example from peacekeeping forces, promotes democracy.

A series of studies, some of which correct for the above concerns, have found 
that peacekeeping forces have no effect on democratization levels, suggesting that 
any positive effects from prompting stability are counteracted by negative impacts 
flowing from the dilemmas above. Directly addressing peacekeeping, Fortna (2008) 
concludes that even as peacekeeping forces are effective in preventing violence, they 
are not associated with higher democracy levels in the post-conflict context.10 In a 
wide-ranging multivariate analysis, Fortna and Huang (2012) looked at peacekeep-
ing along with a series of other factors thought to affect democratization (e.g., 
war outcome, oil) and also concluded that peacekeeping had no impact. Similarly, 
Gurses and Mason (2008) found that the presence of peacekeepers had no impact 
on democratization levels, even as they showed that strong institutions and other 
traditional correlates were important. Important exceptions are Heldt (2011) and 
Steinhart and Grimm (2015), who find support for the positive-effect position and 
for paying some attention to the mandates and capacities of the operations studied.11

The above studies look for direct effects of peacekeeping missions on democratiza-
tion, comparing the presence or absence of forces with subsequent democracy levels. 
Yet peacekeeping operations might also have indirect effects on democratization, 
influencing other factors, which in turn are associated with democratization. Some 
factors identified in the literature are not or cannot be influenced by a post-conflict 
peacekeeping force, such as the outcome of the civil war or the ethnic composition of 
the state. Nevertheless, peacekeeping might be particularly influential in affecting the 
timing or sequencing of different peacebuilding tasks, and this in turn could affect 
post-conflict stability and the success of democratization.

Among the most controversial debates in scholarly studies of democratization is the 
timing of elections, specifically when they occur vis-à-vis the end of the civil war and 
other peacebuilding efforts such as promoting economic development. Jarstad (2008: 
25) hails elections as “the crowning event” of peacebuilding, and international actors 
play a critical role in the peacebuilding strategy, including when certain tasks are 
performed. The preponderance of evidence suggests that holding elections “too early” 
is counterproductive in promoting democracy and indeed in preventing a renewal 
of violence (see, e.g., Brancati and Snyder 2012). Similarly, Paris (2004) reports that 
elections in advance of other peacebuilding missions undermine efforts at peace and 
other tasks. Brancati and Snyder (2011) contend that the UN and the international 
community have preferences for early elections to reassure the formerly warring par-
ties; accordingly, the average time for the first election after a civil war has fallen to 
under three years. In addition, one might believe that the sponsoring agencies and 
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troop suppliers of peace operations want early elections as it allows them to withdraw 
forces sooner in the post-conflict environment, rather than commit to long-term 
deployment. Thus, to the extent that early elections are undesirable, peace operations 
that encourage premature voting undermine democracy efforts in the long run. Early 
elections that are not accepted as free and fair might also have a negative feedback 
effect on the ability of the peace operation to preserve a cease-fire, as was the case fol-
lowing the 1992 elections in Angola.

LIMITATIONS AND FUTURE RESEARCH AGENDA

The empirical findings on the impact of peacekeeping on democratization are not 
encouraging, but they suffer from a number of limitations or deficiencies that need 
to be addressed before concluding that peacekeeping makes no difference. Regard-
less, it is likely that peacekeeping plays only a secondary role to a host of other factors 
that include the course of democracy in the post-conflict context.

First, it is not clear what a finding in existing studies that peacekeeping has no ef-
fect on democratization really means. It might indicate that there are no causal influ-
ences and peacekeeping is irrelevant. Within a given operation, it could also indicate 
that peacekeeping has some positive impacts that are canceled out in a symmetrical 
fashion by its negative influences. Null findings might also indicate that cross- 
sectionally, peacekeeping has positive effects in some cases and negative in others, 
with aggregate results masking these differences. There is also the possibility of a 
selection effect if peacekeeping guarantees, in peace agreements or election super-
vision, are only given to the most difficult cases, thus making it difficult to show 
democratization progress in comparison to other cases. Which, if any, of these pos-
sibilities holds empirically cannot be determined from extant studies, and this ques-
tion deserves a place on a future research agenda.

Second, as with studies that focus on duration of peace, studies of peacekeeping 
and democracy often use only a dichotomous variable on whether peacekeeping 
forces were present or not. Yet some of the positive effects of peacekeeping theorized 
above are predicated on the performance of certain tasks, such as election supervision 
or DDR; it is not clear whether peacekeeping operations in many of these contexts 
were even mandated to perform such functions. Fortna (2008b), as well as Doyle 
and Sambanis (2006), look at different mission types, but even the classification 
“multidimensional” does not necessarily get at the specific and key functions that 
might be related to democratization. Heldt (2011) is perhaps the only study that 
considers whether democracy promotion was part of the peacekeeping mandate, and 
he indicates that 30 percent of positive effects from peacekeeping are the result of 
these democracy-support elements.

Third, even if one were to account for the particular missions performed, analyses 
must include some measure of success in order to tie the peacekeeping operation 
to successful democratization. The theoretical logics above presume such mission 
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success for the democratizing effect to occur. It is not merely that the peacekeeping 
force was tasked with supervising an election or facilitating disarmament of militias; 
it must be that the force was able to achieve its goals. Thus, peacekeeping success 
with respect to one goal is a prerequisite for others, here democratization. Again, 
Fortna (2008a) is an exception to the standard study, but she only looks at whether 
the force was successful or not in limiting violence and not the other missions that 
might assist democratization. This is nonetheless critical, as a failure to keep the 
peace might scuttle any efforts at democratization and institution building. There-
fore, future research must consider the success of other missions in assessing progress 
in democratization. An initial focus on DDR might be most desirable, given limited 
research on that mission and its apparent role as a prerequisite for achieving many 
other peace missions that follow it.

Fourth, temporal dynamics make it difficult to connect peacekeeping with de-
mocratization. Peacekeeping operations in post-conflict contexts are deployed for 
relatively short periods, with the average length of peacekeeping missions in civil 
wars being less than two and a half years (Wright and Greig 2012). In contrast, 
democratization tends to be a long-term process lasting decades before it becomes 
evident whether it has succeeded or not; even the time between the first and critical 
second elections is more than the conventional length of peacekeeping deployment. 
Thus, peacekeeping at best can affect some of the initial conditions that set a state on 
the path to democracy. Studies that report a positive effect on democratization do so 
only in a narrow time frame and do not assess the long-term impact (Heldt 2011). 
Yet even given lingering effects from those efforts, there are a multitude of other 
conditions and subsequent intervening variables that are more critical to success-
ful democratization and, in any case, confound the peacekeeping-democratization 
connection. Understanding these other factors and the magnitude of their impact 
vis-à-vis peace operations is essential for assessing the latter, and therefore a worthy 
focus of future research.

Finally, and further complicating the making of causal inferences, peacebuilding 
after civil war involves multiple actors (IGOs, NGOs, other states) carrying out tasks 
independent of or in conjunction with peacekeepers. These do not always integrate 
well for common purposes and, accordingly, it is hard to parse out the effects of 
these efforts from those of peacekeeping, much less assess the interactive effects. Be-
cause the number of peacebuilding missions is relatively small, simply adding many 
control variables will not necessarily be an effective solution. In-depth case studies 
and ethnographic research (e.g., Autesserre 2014) might be the preferred research 
approach to disentangle these effects.

CONCLUSION

Breaking the conflict trap and therefore the renewal of civil war requires both short- 
and long-term strategies. This chapter assesses the state of knowledge with respect to 
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the ability of peacekeeping operations to prevent the renewal of violence in the near 
term and then promote long-term peace by facilitating democratization.

We know considerably more about the short-term conflict abatement effects 
of peacekeeping. There, the consensus is that peacekeeping enhances stability in 
post-conflict environments by providing credible commitments to cease-fires and 
preventing accidental and deliberate engagement of forces through interposition. 
The literature on peacekeeping and democratization is less clear and less developed. 
Short-term orientations and the presence of many confounding factors make it prob-
lematic to establish whether peacekeeping really promotes democracy.

In conclusion, the reader should be reminded that peacebuilding operations in 
the twenty-first century do more than limit violence and promote democratization 
in post-conflict situations. As noted in passing above, they might also facilitate 
disarmament, deliver humanitarian assistance, and promote the rule of law among 
other missions. The success of these enterprises (see Diehl and Druckman 2010 for 
a discussion of different missions and indicators of success for each) might be as 
important as the two goals reviewed in this chapter.

In addition, whatever success peacekeepers have in helping countries recover from 
civil wars must be balanced against the harms that they cause. Peace operations also 
have a number of other outcomes, many of which are unintended and undesirable. 

Such unintended consequences come in a variety of forms. Some are gender based, 
as peacekeeping soldiers commit rapes against the local population, spread HIV/
AIDS, and may perpetuate discriminatory hiring practices when employing the lo-
cal population. For example, in 2007, UN peacekeepers (in the UNOCI mission in 
Côte d’Ivoire) were accused of rape and sexual abuse. Economic distortions include 
the creation of dual public-sector economies (that of the peacebuilding operation 
and that of the national government) and the undermining of local markets for ser-
vices and products because of the displacement of the same by the peace operation. 
Political corruption, black market activity, and other effects are also possible; these 
might be committed by peacekeepers or facilitated by their presence, as was the case 
in Bosnia. These outcomes should not be ignored by either policy makers or scholars 
seeking to understand the impact of peace operations.
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The idea that war is harmful will attract few doubters. From the beginning of World 
War I to the end of the Cold War, an estimated 187 million people were killed or 
allowed to die due to human decisions (Hobsbawm 1994). Civil wars have been 
found to be particularly harmful, and this harm has perhaps increased over time as 
conventional wars have been replaced with new wars that are, in Mueller’s (2003: 
507) terms, “waged by packs—often remarkably small ones—of criminals, bandits 
and thugs.” Indiscriminate use of force and violence against civilians are recurring 
themes in the current literature on civil wars (e.g., Eck and Hultman 2007; Stepa-
nova 2009). Schools are destroyed, children attacked, rape is used as a fighting tactic, 
economies are left in tatters, and even professional soccer players from war-torn 
countries behave violently on the pitch (Collier et al. 2003; Miguel, Saiegh, and 
Satyanath 2011). With a mountain of evidence supporting this viewpoint, it is easy 
to take the harmful effects of civil war as a given and move on. To do so would be 
a mistake.

Understanding the harmful nature of civil wars is important for a variety of rea-
sons. For one, intensive study of exactly how and what war harms puts policy mak-
ers in a better position in deciding where to invest scarce resources. A surprisingly 
meager investment of peacekeepers has been found to dramatically reduce violence 
against civilians during conflicts (Hultman, Kathman and Shannon 2013).1 Simi-
larly small investments in mental health and rebuilding schools are apt to support a 
country in the postwar period. Second, the effects of warfare are often not as obvi-
ous as one might suspect. Children exposed to warfare are surprisingly resilient, for 
example, and providing mental health support to parents has been found to have a 
trickle-down effect throughout the household (Rutter 1985). Likewise, pockets of 
enterprise can benefit economies even in the midst of civil conflicts, and refugees 
can serve as a boon to host economies (Alix-Garcia 2007; Whitaker 2002). Finally, 
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understanding the harm caused by warfare puts both researchers and policy makers 
in a better position to prevent the recurrence of conflict. Dubbed the “conflict trap” 
by Paul Collier and his colleagues (2003), scholars increasingly understand that the 
factors causing wars to begin, such as weak economies and corrupt governance, often 
worsen during conflicts. Rates and sectors of decline differ, however. Understanding 
how war impacts a variety of factors, therefore, is an important step forward in mov-
ing conflict countries toward long-term peace.

Though kept separately to add coherence to the chapter, it will soon become clear 
that the factors discussed in this chapter—health, education, and economic devel-
opment—are related to each other and in feedback loops with civil war. Education 
promotes individual and societal health, for example, and weaknesses in each of these 
factors can be both a cause and a consequence of civil wars. Covering the full scope 
of the endogenous relationship between these factors would be far too much for a 
single chapter. Thus, the primary focus of this chapter is on war as an independent 
variable, with less attention paid to the feedback mechanisms that may be at work. I 
begin by examining the influence of civil war on health, focusing on mortality, dis-
abilities, and mental trauma. The chapter then moves to a discussion of education, 
parsing out where conflicts do the most harm and why. I end with a discussion of 
the impact of war on state economies and then discuss the path forward based on 
lessons learned. 

CIVIL WAR AND HEALTH

Research on the effect of civil conflicts on health has burgeoned in recent years. 
Around a decade ago, Fearon and Laitin (2003) estimated the total deaths due to 
civil wars from 1945 to 1999 to be around 16 million. Since then, researchers have 
sought to uncover why and how these deaths come about, focusing on such things 
as deliberate targeting of civilians and less obvious mechanisms, like hunger and 
disease, by which people are killed during conflict. Researchers have also gained sig-
nificant ground in looking beyond deaths to uncover the influence of civil conflicts 
on health more generally. Disabilities remain a key concern, and an expanding body 
of work focuses on how conflict influences mental health and sexual trauma. Little 
debate emerges from this body of literature. Civil wars are clearly harmful. The larg-
est areas of innovation, as this chapter will seek to elucidate, come in uncovering the 
mechanisms behind the harm, figuring out where civil conflicts inflict the most dam-
age, and attempting to provide useful policy recommendations. Figure 10.1 provides 
a summary of the areas of harm that will be covered, examples of evidence for each 
area, and a summary of the theoretical mechanisms used by past work to explain how 
and why civil wars produce these outcomes.

Estimates of deaths due to civil wars vary a fair amount. As noted above, the 16 
million estimate provided by Fearon and Laitin (2003) has been cited dozens of 
times, and even shapes the title of Patrick Regan’s (2009) analyses of how wars might 
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be brought to an end—his effort to understand how to prevent 16 million from 
becoming “Sixteen Million One.” An effort to present more recent and robust battle 
death estimates is led by scholars at the Uppsala Conflict Data Program (UCDP).2 
Covering 1989 to 2013, the most recent presentation of these data shows that deaths 
due to civil conflicts have not coincided with the decline in civil conflicts since 
the early 1990s. Instead, deaths are sporadic, and recent trends show an increase 
mainly due to the increased intensity of fighting in Central and South Asia (mainly 
Afghanistan, Pakistan, and Sri Lanka). Though down from two earlier peaks (1991 
and 1999, due to conflicts in the Horn of Africa), there is little doubt that death due 
to civil conflicts remains a blight on many states (Themnér and Wallensteen 2014; 
Guha-Sapir and Van Panhuis 2002; Hoeffler and Reynal-Querol 2003).

Understanding that a single death due to civil war is one too many, scholars have 
sought to uncover why civil wars are exceedingly bloody. Understanding why mil-
lions die in interstate wars is simple in comparison. When two or more well-trained 
and well-equipped militaries face off on the battlefield, deaths are likely. However, 
deaths of this type account for a surprisingly small portion of deaths due to warfare. 
According to Holsti (1992), only around one-third of the 22 million casualties due 
to warfare between 1945 and 1989 were due to combat between organized armies 
of states. The remaining two-thirds were due to less conventional civil wars. And 
among the 14 million or so deaths due to civil wars during this time period, an 
astounding 90 percent were civilians (Cairns 1997).

Figure 10.1. Civil Wars and Health
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Recognizing that the sheer numbers of civilian deaths are too large to cast aside 
as a mere by-product of conflict, recent work has gained significant ground in ex-
plaining both why civil wars are so bloody and why civilians are so commonly the 
victims of the bloodshed. Leading theories focus on the power dynamics that emerge 
between competing intrastate actors to explain the intentional use of violence against 
civilians in civil wars (e.g., Hultman 2007; Kalyvas 2006; Wood 2010). From this 
viewpoint, violence against civilians is employed because it produces positive returns, 
altering the conflict landscape in favor of the belligerents who attack civilians. Several 
mechanisms explain how these positive returns come about, and recent work helps 
explain why we might see violence against civilians be either collective or targeted.

Regarding collective violence, a central argument contends that success in con-
flict is largely determined by combatants’ control of territory. Violence is used to 
intimidate the population, helping to deter civilian defection and secure the civil-
ian support that is necessary to control territory (Kalyvas 1999, 2006; Kalyvas and 
Kocher 2007b). Though coerced, the resulting support allows those who perpetrate 
the violence to obtain information about their adversary, fill their ranks with new re-
cruits, and acquire food, shelter, and arms (Wood 2010; Wood, Kathman, and Gent 
2012). For example, FRELIMO (Mozambique Liberation Front) shelled villages to 
show that the Portuguese colonizers could not protect the civilians. Rather than resist 
FRELIMO and risk death, the shelling led to both recruits and indirect collabora-
tion from civilians (Henriksen 1983). Targeting civilians also makes it increasingly 
difficult for opponents to operate in contested areas, which may coerce opponents 
into concessions (Azam and Hoeffler 2002; Valentino, Huth, and Balch-Lindsay 
2004; Balcells 2011; Vinci 2005). Though one might suspect that such tactics come 
solely from rebel organizations that lack the capabilities to control territory using 
more conventional approaches, this is not the case. Like rebels, governments use col-
lective targeting of civilians to clear territory and “drain the sea” of support around 
insurgents (Valentino, Huth and Balch-Lindsay 2004; Kalyvas and Kocher 2007; 
Lichbach 1995). And while sustained levels of collective violence may produce a 
backlash in the long run (Mason and Krane 1989; Kalyvas 2006; Kalyvas and Ko-
cher 2007), the short-term benefits of such violence often outweigh the uncertain 
long-term consequences (Arendt 1970).

Moving beyond the need to control territory that is common to all belligerents, we 
see a growing consensus among scholars who focus on the balance of capabilities to 
explain widespread, indiscriminate violence. This work is closely tied to more general 
efforts to explain how the balance of capabilities influences the type of warfare that 
belligerents choose (Buhaug 2006; Balcells 2010; Kalyvas 2005; Lockyer 2010). The 
main idea is that weaker parties are apt to choose strategies like guerrilla warfare and 
terrorism and then move toward more conventional approaches as they strengthen 
(Byman 2008; Butler and Gates 2009). In a similar vein, weak actors are apt to kill 
civilians indiscriminately. Kalyvas (2006) links this to information. Though selectively 
targeting individuals or groups may be the preferred approach, weak actors lacking 
the information and capabilities for selective targeting are more likely to choose in-
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discriminate violence. Work from Hultman (2007) largely supports this viewpoint, 
finding that civilians are increasingly attacked after forces suffer battlefield losses. In 
contrast, such violence is unnecessary following battlefield gains because victories 
elicit popular support as civilians update their beliefs and seek to join the winning side 
to assure that they have a part in the benefits that an eventual outcome may produce 
(Gates 2002; Lichbach 1995; Wood 2003). The most recent work in this area brings 
in international actors, finding that civilian victimization increases as one’s opponent 
receives external support (Wood, Kathman, and Gent 2012).

DISEASE AND DISABILITIES

Deaths remain the focal point among civil war scholars, but what about the survi-
vors? Several bodies of work move beyond deaths to understand the broader conse-
quences of war on health. Formative work in this vein focuses on “disability-adjusted 
life expectancy” (DALEs) and “disability-adjusted life years” (DALYs). Compiled by 
the World Health Organization (WHO), these measures capture both years of life 
lost due to disease and injury and years of healthy life lost due to long-term disabil-
ity. An early World Health Organization (2000) report estimated that wars in 1999 
alone accounted for 8.44 million DALYs lost. Ghobarah, Huth and Russett (2003) 
extend this work both theoretically and empirically. Arguing that civil wars hurt 
health due to changes in living conditions that make staying healthy more difficult 
(termed “technical regress”) and reducing the pool of government resources that can 
be spent on public health, these authors find strong evidence that wars harm health 
in the immediate term. Importantly, they also demonstrate the long-term effects of 
war on health. On top of the 8.44 million DALYs lost due to direct warfare in 1999, 
they estimate that another 8.01 million were lost in 1999 due to the lingering effects 
of civil wars from 1991 to 1997.

More recent attempts to further uncover both the short-term and long-term con-
sequences of civil conflicts on health have moved the literature a step further. Iqbal’s 
(2010) study is impressive in this regard. In studying the health consequences of 
interstate and civil conflicts, Iqbal situates the discussion within the “human secu-
rity” agenda. Different from more common theoretical approaches that focus on the 
consequences of warfare for states or leaders, the human security agenda recognizes 
that “it is the security of populations . . . that makes the world more secure” (5). 
Moving beyond deaths and disabilities, therefore, Iqbal shows that wars are harmful 
for a variety of indicators that directly capture the effects on the general population, 
including fertility rates, infant mortality, life expectancy, immunizations, diversion 
of funds from health to the military, and refugee flows. Coupled with earlier studies, 
the message from this work is clear: civil wars are harmful both in the immediate 
term, and their effects on health linger far into the future.

More fine-grained analyses often focus on specific cases to understand the harmful 
effects of warfare. Using child height as a useful proxy for the health impacts of civil 
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wars, a variety of studies have shown that exposure to civil war has a significant nega-
tive effect. For example, Bundervoet et al. (2009) find that while all child heights in 
Burundi were significantly lower than those for similarly aged children in the United 
States, children with direct exposure to conflict were significantly shorter than nonaf-
fected children. Studies showing similar effects come from places like Zimbabwe (Al-
derman, Hoddinot, and Kinsey 2006), Rwanda (Akresh, Verwimp, and Bundervoet 
2011), and Iraq (Guerrero-Serdán 2009). The mechanism behind these deleterious 
health effects is largely undernourishment due to the displacement of individuals. A 
2009 UNICEF report claims that two-thirds of the undernourished under five years 
of age—a full 98.5 million children—live in conflict-affected countries.

Another mechanism that has been analyzed is rape, which has greatly contributed 
to the spread of HIV and other diseases, particularly in Africa (Carballo and Solby 
2001; Cohen and Nordås 2014). In places like Rwanda, rape was used as a weapon 
of war, resulting in an increase of HIV prevalence rates from around 3 to 11 percent 
(DelaCruz 2007). In other instances, girls exchange sex for security, forging rela-
tionship with officers in what has been termed “survival sex” (Schoepf 2002; Zack-
Williams 1999). Thus, while studies on the impact of civil wars have often focused 
on the abduction of boys to be used as child soldiers, more recent work has shown 
that girls are also used as soldiers and have the added burden of sexual exploitation 
and forced marriage (Geneva Declaration 2008; WCRWC 2006).

Taken together, work on the nonlethal impacts of civil war on health paints a dire 
picture. While battlefield deaths are clearly common, an emerging consensus dem-
onstrates that hunger and disease are likely more lethal than munitions (Ghobarah, 
Huth and Russett 2003; Guha-Sapir 2005). Child deaths due to hunger and diseases 
accounted for almost half of the 5.4 million deaths from fighting in the Democratic 
Republic of Congo from 1998 to 2007 (Coghlan et al. 2008), for example, and diar-
rhea was the biggest killer in Darfur from 2004 to 2007 (Degomme and Guha-Sapir 
2010; Depoortere et al. 2004). Though deaths directly tied to warfare should con-
tinue to be an important area of study, we must clearly think beyond the battlefield 
to understand the true health impacts of civil wars.

MENTAL HEALTH

One final area that has received increasing attention in the literature is the psycho-
logical harm caused by civil wars. Much of this work focuses on children—both 
those who fought and those who suffered away from the battlefield. Regarding the 
former, a commonly cited figure claims that anywhere from 200,000 to 300,000 
children are being used by both governments and rebels in ongoing armed conflicts 
(Human Rights Watch 2007). Noncombatant children include around 20 million 
homeless and another 1 million separated from their parents (Betancourt and Khan 
2008). Though nascent, researchers have gained significant ground in understanding 
how either direct combat or exposure to warfare influences mental health.
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Work coming from both psychology and sociology has long understood that so-
cial ties like being in “connected” neighborhoods or schools and belonging to youth 
groups are integral to positive mental health outcomes (Kliewer et al. 1998; Kliewer 
et al. 2001; Hirschi 1969). The importance of these attachments is even more pro-
found when children attempt to cope in difficult circumstances (Rutter 1985; Wer-
ner 1989). Landmark studies from scholars like Freud and Burlingham (1943) and 
Henshaw and Howarth (1941) found that exposure to caring adults was integral to 
children being able to cope with their exposure to warfare in World War II.

More recent studies focused directly on civil wars yield similar conclusions 
both in terms of the harmful negative effects of conflicts and the mechanisms by 
which children learn to cope with warfare. Studies have shown that war-related 
traumatic events contribute to both short-term health distress and longer-term 
psychopathology in both children and adolescents (Lustig et al. 2004; Barenbaum 
et al. 2004; Betancourt and Williams 2008; Sany 2010). These effects are astound-
ing when we consider the sheer number of children affected by warfare. Recent 
studies have shown that 39 percent of Iraqi refugee children in Jordan had lost 
someone close to them, and 43 percent had directly witnessed violence (Clements 
2007). Evidence elsewhere demonstrates how these experiences influence a variety 
of outcomes, such as impaired learning and poor achievement in Afghanistan, 
Bosnia and Herzegovina, Gaza, and Sierra Leone (Betancourt et al. 2008; Elbert 
et al. 2009; Tamashiro 2010).

HEALTH BEYOND THE BATTLE ZONE

Though most studies focus on the health of individuals either directly in war-torn 
states or the health of those who have fled, a growing body of work analyzes the 
health impact on people who have no direct ties to civil conflicts. Most of this 
work focuses on how the spread of refugees can have deleterious consequences for 
host states (Siverson and Starr 1991; Gleditsch 2007). Migration of individuals 
away from conflict areas is usually forced, as individuals flee their homes to sur-
vive. Migration can also be thought of as an economic coping strategy (Lindley 
2007; Czaika and Kis-Katos 2009). Either way, we have sufficient evidence to 
suggest that migrants bring diseases with them when they spread to new areas. 
A study from Baez (2011) in Tanzania, for example, found that the civil war in 
Rwanda negatively affected adult height and child mortality and spread infectious 
diseases. This case coincides with Montalvo and Reynal-Querol’s (2007) broader 
study, which shows an increase in malaria rates for countries that host refugees. 
And while neighbors bear the brunt of the negative health affects due to migration, 
at least some evidence suggests that civil wars can have a global effect on health. 
For example, Smallman-Raynor and Cliff (1991) trace the global HIV epidemic 
to the Ugandan civil war in 1979, where rape and refugee flows contributed to the 
spread of HIV throughout the world.
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CIVIL WAR AND EDUCATION

Civil wars can devastate a state’s education system. Both the reasons why this hap-
pens and the long-term consequences largely mimic those from the discussion of 
health. Education systems are harmed as the by-product of warfare at times, and 
are deliberately targeted at others. The effects are often immediate and long lasting, 
contributing to health declines and slower economic growth. In this section, I review 
the consequences of civil wars on education and seek to shed light on the causal pro-
cesses behind the destruction. To help guide the discussion, the primary areas to be 
covered in this section—areas of harm, evidence, and theoretical mechanisms—are 
presented in figure 10.2.

The Nature of the Problem

Like health, civil wars are destructive at many levels. The destruction of the edu-
cational infrastructure has led schools to be closed in a variety of locations (Abdi 
1998). For example, begun in 1983, the Sudanese civil war devastated the educa-
tion infrastructure of Sudan, particularly in the south (CIA 2005). Among the few 
schools that remained open, class sizes averaged ninety-four students per teacher, 
and few buildings had qualified teachers or necessary materials like desks or text-
books (Shalita 1994; Brander 1996). Lai and Thyne’s (2007) cross-national study 
of the impact of civil war on education from 1980 to 1997 shows that countries 
at war experience an average enrollment decline anywhere from 1.6 to 3.2 percent. 

Figure 10.2. Civil Wars and Education
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Research focusing on individual countries yields similar conclusions, including 
work from Rwanda (Akresh and de Walque 2008), Cambodia (De Walque 2004), 
Tajikistan (Shemyanika 2011), Guatemala (Chamarbagwala and Morán 2011), and 
Côte d’Ivoire (Dabalen and Paul 2012). A recent report by UNESCO (2011) on 
the state of global education provides useful detail. Examining thirty-five states that 
experienced conflict from 1999 to 2008, they find that 42 percent (28 million) of 
the world’s out-of-school, primary-age children come from conflict states. Gross 
enrollment ratios for secondary schools likewise lag nonconflict areas by 30 percent 
(48 percent versus 67 percent). Unsurprisingly, literacy rates, perhaps the most use-
ful tool for examining basic educational attainment across states, sit at a meager 79 
percent for the youth and 69 percent for adults in conflict-ridden areas.

MECHANISMS BEHIND THE HARM

Civil wars destroy many types of physical capital, including roads, bridges, and 
livestock, and other productive assets (Bruck 2001; Bundervoet and Verwimp 2005; 
Shemyakina 2011). They also damage human capital, resulting in deaths, disabilities, 
and mental trauma. Schools are no different in this regard. Research has revealed 
two main mechanisms to explain why civil wars have such disastrous consequences 
for schools.

First, schools make ripe targets for belligerents. Diverse places like Mozambique, 
Sudan, Angola, Guatemala, Colombia, Afghanistan, and the Philippines have seen 
rebels attack schools to undermine the government (Pedersen 2002). This has led 
state leaders to close schools in the interest of safety. Schools have been closed for 
months at a time due to the long-running Israeli-Palestinian conflict (Greenberg 
1994), for instance, and Sengupta (2003) claims that the closure of schools has made 
the innocence of youth the biggest victims of the civil war in the Congo. Beyond 
undermining the government, both governments and rebels have found schools to be 
useful sources for the forced recruitment of child soldiers (O’Malley 2010). During 
the Sudanese civil war, for example, it was not uncommon for the military to raid 
schools to acquire troops (Amnesty International 2000). The long-term devastation 
as a result of targeting schools is revealed quite well in Liberia. During fourteen years 
of warfare, 80 percent of the state’s 2,400 schools were put out of operation. Around 
800,000 children were driven from schools during this period, explaining the meager 
28 percent literacy rate seen in the country afterward (Dukuly 2004).

The second way in which civil wars can harm schools is less direct, but equally 
harmful. As discussed in the next section, civil wars are devastating for a state’s 
economy. The drop in revenue provides a smaller budgetary piece of the pie to be 
allocated toward education. Compounding the decline in revenue is the shift in gov-
ernment expenditures toward the military in times of conflict. Sen (1990) indicates 
that poor states, where we see the bulk of civil conflicts, are often unable to meet 
the basic needs of their citizens due to high military spending and foreign debt. This 
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problem is amplified by civil conflict, as states push even more of their declining 
revenues to the war effort. The government in Sudan increased military expenditures 
from around 10 to 20 percent during their most recent civil war (Mohammed 1999), 
for example. This is consistent with Collier and his colleagues’ more systematic study 
(2003), which reports a nearly twofold increase in military expenditures (2.8 to 5 
percent of GDP) during periods of warfare. Though Lai and Thyne (2007) do not 
find evidence of a direct shift from education to military expenditures, they do find 
an average decrease in educational expenditures of between 3.1 to 3.6 percent due 
to civil wars.

Taken together, the evidence clearly indicates that civil wars are harmful for educa-
tion, whether the path is direct targeting or indirect budgetary problems. Education 
is strongly linked to the other two processes focused upon in this chapter. Schools 
can mitigate the mental trauma inflicted by warfare, restore predictability, and pro-
vide social support to children (Elbedour et al. 1993; Aguilar and Retamal 1998). 
Education is also directly linked to individual and state economic health. Psacharo-
poulos and Patrinos (2004) find that an additional year of education adds around 10 
percent to one’s pay in a low-income country. A plethora of work reveals a similarly 
strong connection between education and economic growth (e.g., Sianesi and Van 
Reenen 2003). Thus, understanding how civil wars influence education helps reveal 
important mechanisms at work when we discuss other consequences of conflict. I 
now turn to a specific focus on how civil wars influence economic growth.

CIVIL WAR AND ECONOMIC GROWTH

The link between civil conflict and economic growth is perhaps not as obvious as 
one might suspect. The conventional wisdom is that civil conflicts disrupt economies 
for a variety of reasons, ranging from destruction of human capital, physical capital, 
and the diversion of money from economically beneficial activities like infrastructure 
development to less beneficial activities like weapons procurement and production. 
Contrasting viewpoints point to two main areas. First, conflict may spur economic 
development if investments to fight the conflict result in positive externalities for 
the economy. Second, while the correlation between civil wars and economic growth 
may be negative, some scholars question whether we can clearly differentiate between 
cases where conflict is hurting an economy and cases where poor economies promote 
conflict. Empirical analyses derived from both case studies and cross-national work 
reveal some ambiguities. However, the overwhelming evidence indicates that civil 
wars cause economies to weaken. Beyond reviewing the evidence and providing 
support for this contention, this section attempts to clearly define the causal mecha-
nisms by which civil wars degrade economic growth, which should put policy makers 
in a better position to understand what factors can best be addressed in order to put 
a postwar country on the firmest footing possible to improve the state’s economic 
environment.
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Understanding the Debate

Scholars are not in complete agreement on how war influences a state’s econ-
omy, particularly when we consider both interstate and intrastate conflicts. Oc-
casionally referred to as the “war renewal” school, some scholars suggest that war 
may produce beneficial effects for the economy by improving efficiency, reducing 
the power of special interests, spurring technological innovation, and advancing 
human capital (Olson 1982; Organski and Kugler 1980; Chan 1987; Diehl and 
Goertz 1985; Russett 1970; Benoit 1973, 1978). This work points to places like 
post–World War II Europe to explain that wars can help develop strong institu-
tions, which promote economic growth in the long run (Tilly 1975; Blattman 
and Miguel 2010). Wider, cross-national studies have revealed similar outcomes 
(Stewart 1991; Yildirim, Sezgin, and Ocal 2005). It is important to note, though, 
that most studies that reveal a positive influence of war on a state’s economy focus 
on interstate conflicts. However, some debate remains when focusing on civil wars. 
During the latter stages of the Salvadoran civil war (1979–1992), for instance, 
Stanley (1996: 237) explains that remittances from Salvadorans abroad had be-
come the “life blood of the economy.” Likewise, Sri Lanka averaged a 5 percent 
annual growth rate during its thirty-year civil war, though evidence of the harmful 
economic effects of civil war in places like Afghanistan, Burundi, and Somalia fall 
in line with more conventional wisdom (Snodgrass 2004; Wijeweera and Webb 
2009; Ganegodage and Rambaldi 2011).

The bulk of theories and evidence point to an overall harmful effect of warfare in 
general and civil wars specifically. Coined the “war ruin” school, scholars have pro-
vided a plethora of mechanisms to explain why civil wars harm economic growth. 
The empirical work supporting this viewpoint is vast. Cross-national studies reveal 
a strong, negative impact of civil wars on both short-run and long-term economic 
growth (Chen, Loayza, and Reynal-Querol 2008; Murdoch and Sandler 2002; Kang 
and Meernik 2005; Collier 1999; Gyimah-Brempong and Corley 2005; Flores and 
Nooruddin 2009; Garriga and Phillips 2014). In two studies focused specifically 
on the influence of civil wars on economic growth, Collier (2007) and Hoeffler 
and Reynal-Querol (2003) estimate that civil war reduces average yearly economic 
growth by about 2.3 percent. Studies of individual cases reveal similar trends, though 
variations are quite wide compared to these average effects. For example, Stewart and 
Humphreys (1997) compare nine countries at war to average growth rates for states 
in the same region not at war. Their estimates indicate that war costs ranged from a 
high of 113.4 percent of GDP for Nicaragua to a much lower 7.8 percent in Somalia.

Taken together, we see both theories and evidence to support both the “war 
renewal” and the “war ruin” points of view when we consider all types of conflict. 
The overwhelming consensus for studies focused on civil wars, however, reveals that 
internal conflicts are harmful for economies both in the short and long term. In the 
next section, I probe the causal mechanisms that drive poor economic performance 
for states at war. As with the two earlier sections, figure 10.3 provides a road map of 
how civil wars influence economic growth.
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Human and Physical Capital

One way that we can better understand the harmful effects of civil wars on eco-
nomic growth is by focusing on the types of damage that conflicts produce. A useful 
way to differentiate between types of damage is to focus on human capital (human 
characteristics like knowledge, skills, and health) and physical capital (factors of pro-
duction like machinery, buildings, and roads), both of which contribute to economic 
growth. Though scholars recognize the endogeneity between these concepts, such 
that physical capital should have a positive effect on human capita, and vice versa 
(Caballe and Santos 1993; Graca, Saqib, and Philippopoulos 1995), differentiating 
between the two remains a well-used tool to understand the harmful effects of war-
fare because the type of capital destroyed influences the rate of recovery (Barro and 
Sala-i-Martin 2004).

The toll that civil war takes on physical capital is vast, as fighting and looting 
damage houses, land, livestock, and other productive assets (Bruck 2001; Bundervoet 
and Verwimp 2005; Shemyakina 2011). Individual production is decreased due to 
these damages because they remove the means by which individuals can earn a living, 
making it difficult to recover in post-conflict settings (Justino and Verwimp 2006; 
Verpoorten 2009). Far from doomed, research shows that some private enterprises 
can benefit from warfare, and pockets of resilience emerge in all conflict settings 
(McDougal 2008). Producers of staple goods, for example, can benefit from market 
shocks if their physical capital goes undamaged. However, the net effect of losses in 
physical capital is almost always negative because most individuals are consumers, and 
transaction costs increase when infrastructure like roads and train lines is destroyed.

Figure 10.3. Civil Wars and Economies
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Scholars have increasingly turned to human capital to understand the harshest 
effects of civil wars. While destruction of physical capital harms economic growth, 
rebounding from such destruction is relatively swift because replacements can be 
imported, buildings and roads can be rebuilt, and physical capital is often quite weak 
in conflict states before the war began (Miguel and Roland 2011; Cerra and Saxena 
2008; Collier and Duponchel 2013). Thus, scholars increasingly claim that human 
capital losses reveal the harshest long-term economic impacts of civil war (Barro and 
Sala-i-Martin 2004; Bellows and Miguel 2006).

Three main pathways help explain how destruction in human capital contributes 
to slow or negative economic growth. The first is directly related to the earlier discus-
sions on health and education. Deaths, disabilities, and psychological trauma due to 
warfare reduce or remove individuals’ abilities to contribute to household income, 
which can push vulnerable households below the critical threshold of survivability 
(Beegle 2005; Bruck and Schindler 2007). When households suffer deaths or injuries 
due to conflict, they often choose to replace otherwise productive adults with child 
workers to compensate for lost income (Dasgupta 1993; Duryea, Lam, and Levinson 
2007). Though this may help household survival in the short term, the impact of 
lost schooling on the economy is to deplete the future generation’s stock of human 
capital (Akresh and de Walque 2008; Swee 2009; Merrouche 2006; Rodriguez and 
Sanchez 2009; Case and Paxson 2006; Maccini and Young 2009; Psacharopoulos 
and Patrinos 2004). Both forced and voluntary recruitment of child soldiers likewise 
hurts the capacity of the youth to accumulate skills and education, trapping them in 
long-term, low-productive activities (Blattman and Annan 2010).

A second mechanism by which civil wars hurt economies is by destroying social 
capital, which refers to societal norms and structures that yield trust, cooperation, 
and strong governance (Fukuyama 2001; Poder 2011; Kitissou and Yoon 2014; 
Putnam 1993). Social capital reduces transaction costs from asymmetric informa-
tion, increasing cooperation in ways that allow for efficient functioning of modern 
economies (Algan and Cahuc 2010; Knack and Keefer 1997). As explained by 
Fukuyama (2001), social capital cannot be easily created or rebuilt because it de-
rives from factors outside the government’s control, such as religion, tradition, and 
shared experiences. Low social capital has been linked to the onset of economic 
and social failures, including civil war, and further destruction of social capital 
during conflict is apt to make postwar economic growth all the more difficult 
(Robinson and Schmid 1994). Recounting his childhood experience during the 
1990s civil war in Sierra Leone, for example, Ishmael Beah’s (2007) bestseller, A 
Long Way Gone: Memoirs of a Boy Soldier, vividly captures the destruction of social 
capital in his home country. Renowned for its brutality, the leading RUF (Revo-
lutionary United Front) rebel group employed child soldiers extensively. As Beah 
and other children fled the conflict, they found no assistance because people had 
learned to fear even young children as potential killers. As he explains, “Everyone 
stopped feeling for anyone at all.” Thus, even basic social norms like protecting 
children can quickly unravel during civil conflicts.



170 Clayton L. Thyne

A final way in which civil wars damage human capital is the result of how states 
allocate funds when responding to threats. Early work often claimed that military 
strength was a modernizing force that promoted economic growth by maintaining 
stability for effective policy implementation and by controlling actors who would 
otherwise be slow to change (Halpern 1963; Levy 1966). More recent work, often 
referred to as the “guns for butter” theory, claims that money allocated to the military 
takes away resources from social programs (Adeola 1996). Empirical analyses largely 
support the latter viewpoint, as numerous studies have shown the deleterious effect 
of military spending on social programs that are needed for economic growth (Rus-
sett 1969; Dixon and Moon 1986; Huang and Mintz 1990; Looney 1990; Aposto-
lakis 1992; Collier et al. 2003; Galvin 2003). Beyond crowding out investment in 
social programs, military spending harms economic development by increasing infla-
tion as money is printed to pay for the war effort (Deger 1986), increasing external 
debt as states seek to cover war costs (Smyth and Narayan 2009), and diverting labor 
from more productive sectors (Deger 1985). These processes are likely in any state, 
but they are compounded by warfare as governments face revenue declines due to 
lost foreign direct investment, reduced tourism, and capital flight (Phillips 2014).

Though some debate remains, the bulk of theoretical arguments and empirical 
evidence indicates that civil wars damage state economies, and scholars have gained 
significant ground in clarifying the mechanisms by which civil wars harm economic 
growth. One final area deserving of consideration is the influence that civil wars have 
on neighboring and global economies.

Economies beyond the Conflict Zone

The bulk of the literature linking civil wars to economic growth rightly focuses on 
the states that experience the conflict, as these actors are likely to face the largest chal-
lenges in postwar recovery. As discussed in Erika Forsberg’s earlier chapter (chapter 5, 
this volume), however, a newer and growing body of literature looks beyond the war-
ring states’ borders, seeking to understand how civil wars influence neighbors and other 
actors in the region. Scholars like Murdoch and Sandler (2002, 2004), for example, 
have shown that having a neighbor involved in a civil war reduces economic growth. 
Two main mechanisms, both of which are linked to literature on the contagion effects 
of civil wars, shed light on this process (Collier et al. 2003; Gleditsch 2002).

First, having a neighbor at war may threaten a government because conflicts often 
provide cheap arms and cross-border sanctuaries to potential rebels within their own 
country, decreasing the opportunity costs of challenging the government. Neighbor-
ing conflicts might also produce an emulation effect as citizens see people rebelling 
due to conditions that they also face, particularly if ethnic similarities span the bor-
der (Kuran 1998; Lake and Rothchild 1998b; Halperin 1998). The likely response 
by governments in these situations is to move resources to the military to deter rebel-
lion, which (as discussed above) is likely to harm economic growth.

Second, refugees fleeing a neighboring conflict are likely to harm the host state’s 
economy due to uncompensated public expenditures related to the care of the refu-
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gee population (World Bank 2011). Likewise, economies can be harmed as refugees 
challenge neighbors for jobs (Lischer 2003) and pressure host governments to get 
involved in the conflict (Salehyan 2009; Salehyan and Gleditsch 2006). The influence 
of refugees on a host country’s economy is not altogether bleak, however, and a strong 
body of evidence points toward several positive economic benefits. Farmers in Tanzania 
benefited greatly from the increased demand for agricultural goods due to the influx 
of refugees from Rwanda, for example (Alix-Garcia 2007; Whitaker 2002). A recent 
study on the refugee camp in Daadab, Kenya, likewise revealed several positive impacts 
of refugees on the host country’s economy, including increased trading opportunities 
and lower food prices (Nordic Agency for Development and Ecology 2010). Other 
studies point to a variety of positive impacts for host countries, including the entry 
of well-educated refugees to staff host country hospitals and universities (Crisp et al. 
2009) and economic growth spurred by remittances sent to refugees (Jacobsen 2002; 
Horst and Van Hear 2002). Though it would be a stretch to say that the economic 
benefits to countries that host refugees outweigh the costs, there is certainly evidence 
to suggest that civil wars create trade-offs when it comes to the movement of people.

THE PATH FORWARD

The overall notion that civil war is harmful to health, the economy, and education 
likely surprises no one. As this chapter has addressed, however, the consequences of 
civil wars often range beyond the obvious. We have seen instances where civil wars 
have helped specific sectors of economies, for example, and have uncovered com-
monly overlooked consequences like mental health, school enrollments, and social 
capital. In this final section, I conclude by focusing on two paths forward. First, I 
discuss a few areas of research that have sought to uncover mechanisms by which 
policy makers can ease the deleterious consequences of civil conflict. Second, I high-
light areas that are particularly fruitful for further research.

Avenues for Policy

As with the flow of the chapter, I begin with health. Delineating the specific ways 
in which these wars harm health—whether it is by intentional targeting of civil-
ians, undernourishment and rape, refugee flows, or some other process—is useful 
because it provides avenues for further study and influences policy decisions about 
where to invest. Death and warfare go hand in hand, and civil wars are particularly 
harmful due to the high rate in which noncombatants are targeted. One study that 
seeks to develop specific recommendations for how to limit these deaths comes from 
Hultman, Kathman, and Shannon (2013). These scholars seek to explain how UN 
interventions in civil conflicts influence the targeting of civilians. Using unique, 
monthly level data on the type and magnitude of UN interventions and the number 
of civilians killed from 1991 to 2008, these authors find that robust UN peacekeep-
ing missions—those that employ military and police forces—dramatically reduce the 
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number of civilians targeted with violence. Their results are robust and astonishing. 
For example, placing a small UN police force of 200 personnel reduces expected 
civilian deaths from around 100 to only 14, and a force of 500 police brings the 
estimates to near zero. Given that the UN often gets involved in the most difficult 
conflict cases (Gilligan and Stedman 2003), the promising conclusion from this line 
of work is that UN interventions save lives.

Regarding mental health, a plethora of work has linked social support to helping 
individuals overcome the consequences of their war experience. Three sources of 
social support have been outlined to be particularly important: instrumental support 
(assistance with carrying out necessary tasks), informational support (information 
and guidance to carry out day-to-day activities successfully), and emotional support 
(caring and comfort provided by others) (Sherbourne and Stewart 1991). Work fo-
cusing on various providers of social support indicates that family members, peers, 
and the larger community are integral to postwar psychological health. Betancourt 
(2005), for example, found that war-affected Chechen adolescents internalized 
emotions less and had fewer behavioral problems when their connectedness to these 
groups increased. Similar findings come from postwar studies in Colombia (Kliewer 
et al. 2001), Palestine (Barber 2001) and Kuwait (Llabre and Hadi 1997).

Two particularly promising findings focused on children point to avenues for policy 
intervention. First, caregivers can play a role in providing a “protective shield” during 
hardship, even if the children have lost their parents (Dybdahl 2001; Miller 1996). 
Second, supporting the mental health of parents, particularly mothers, has been shown 
to have positive effects for children (Locke et al. 1996; Dybdahl 2001). This work is im-
portant because it shows that interventions can help war-exposed individuals deal with 
mental trauma even if they are cut off from their immediate sources of support—their 
families. Likewise, supporting adults as they deal with mental trauma can have a trickle-
down effect to children, magnifying such an investment. Given that most war-torn 
states have little access to health care of any type, even a meager attempt to deal with 
mental trauma is likely to have a significant impact on improving lives.

Improving a state’s education system offers many promising avenues for postwar 
investment. Evidence indicates that the harm done by civil wars lies both in underin-
vestment, as resources are devoted to the war effort, and in destruction of both physi-
cal and human capital necessary for a well-functioning system of education (Lai and 
Thyne 2007). Thus, reallocation of funds back toward education following a conflict 
should be a priority. Investing in the physical educational infrastructure is likely to 
produce positive gains not only to education, but in economic growth as a whole.

A second main point of emphasis for improving education is devising a way to 
train those who have already lost years of schooling by either fighting or fleeing 
the conflict. A recent UNESCO (2011) report claims that 69 percent of primary 
school–age refugees in UNHCR (United Nations High Commissioner for Refugees) 
camps were attending school in 2008. Though this number is respectable under the 
circumstances, wide variation exists from one site to another, education rarely extends 
beyond the secondary level, and raw statistics hide high student-to-teacher ratios and 
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weak infrastructure. Thus, improving access to and the quality of education remains a 
key avenue for further investment. Recent work focusing on demobilization, disarma-
ment, and reintegration (DDR) sheds some light on one promising avenue for further 
investment in education. Phayal, Khadka and, Thyne (2015) and Humphreys and 
Weinstein (2007) find that those who were educated either prior or during wars face 
difficulties with postwar reintegration. However, even meager training opportunities 
during the DDR process are apt to ease the reintegration process considerably.

Moving to economic growth, at first blush, we see reason for optimism. Scholars 
have found that countries coming out of civil wars experience higher growth rates 
than the global average. However, while places like Algeria and Peru saw strong post-
war recovery, economic growth following wars in Burundi and Nicaragua has been far 
weaker (Hoeffler et al. 2011). A recent study by Hoeffler (2012) helps shed light on 
why we see these disparate outcomes. In reviewing previous work and providing origi-
nal analyses, she explains that foreign aid following conflicts is supportive of economic 
growth. However, she finds that just under half of all foreign aid is allocated to fragile 
states, which includes postwar states that are unable to provide basic security and eco-
nomic opportunities to their citizens (Chauvet et al. 2011). Thus, postwar economic 
recovery could be enhanced by both increasing the volume of aid directed toward 
postwar states and by reallocating aid to states that are most in need of recovery.

Understanding that giving postwar states more money is perhaps unrealistic or 
even unhelpful if it falls into the wrong hands, scholars have gone a step further 
to better understand where investments should be made to spur postwar economic 
growth. Collier (2009) explains that the best strategy includes low taxation, increased 
aid, increased oversight of public spending, and low inflation. More specifically, Col-
lier calls for a focus on employing youth with major investments in infrastructural 
projects. Given that postwar states often lack the capacity to efficiently allocate funds 
to projects like these, he also calls for a partnership between local governments, non-
governmental organizations (NGOs), and private firms to deal with public adminis-
tration and spending decisions. Though we lack strong evidence indicating whether 
such policies would be effective, we do have evidence that postwar states, when left on 
their own, are largely ineffective at spurring economic growth (Kimenyi and Ajakaiye 
2012; Gauthier and Wane 2007). Thus, more active support, both in terms of aid and 
allocation and administration of funds, is apt to support economic growth.

AREAS FOR FUTURE RESEARCH

This chapter has revealed a plethora of information about what we know regarding 
the harmful effects of civil wars on health, education, and economic development. 
Though impressive, this review has also begun to highlight places where we are in 
need of further discovery. The purpose of this final section is to add some clarity to 
these needs. I will begin with the link between academia and policy and then move 
toward more explicit directions for future research.
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Two decades ago, Will Moore (1995b: 130) urged the following: “Given the con-
sequences [civil] conflicts produce, it is incumbent on social scientists to provide a 
better understanding of these conflicts so that we may put policy makers in a better 
position to minimize them and, thereby, improve the human condition.” In the two 
decades since Moore articulated this goal, scholars have gained significant ground in 
producing research that reveals specific and attainable ways to reduce civil violence 
and to ameliorate the consequences of conflicts that arise. And as articulated in the 
first chapter of this book, we have seen an appreciable decline in the level and fre-
quency of civil violence as a result. However, we can point to two main areas where 
scholars could do more to inform policy makers.

First, though we have evidence of what is harmed by civil conflicts and what can 
be fixed in order to avoid the recurrence of violence, we know little about the actors 
that do the best job in solving postwar problems. The UN seems to be quite effec-
tive in establishing postwar peace, but we know little about which actors are best at 
dealing with mental trauma, rebuilding schools, or administering a postwar state’s 
finances. As discussed above, Collier (2009) provides advice on an array of ways that 
actors can better deal with postwar situations, focusing largely on the economy, but 
we have little evidence on whether these ideas might actually work. Likewise, we 
have little idea whether some policies might work in one situation but not the next. 
The termination of secessionist conflicts, for example, may require different poli-
cies from those needed in fights over control of the state (Lasley and Thyne 2015). 
Likewise, postwar democracies may have different needs from postwar authoritarian 
regimes. Thus, a larger focus on both the actors involved in postwar recovery and the 
diversity of civil war types and outcomes is warranted.

Second, implications from research should continually be tempered by the fact 
that policy makers are under severe resource constraints in terms of human capacity 
and finances. Quadrupling aid to postwar countries may improve the situation, for 
example, but the likelihood of this happening is poor at best (Hoeffler 2012). Thus, 
researchers should improve their focus on where policy makers can get their biggest 
“bang for the buck.” Some problems may sort themselves out on their own. We may 
see private investment increase with no policy intervention as corporations see profit 
in the postwar climate, for example. Likewise, rebuilding infrastructure may harness 
multiple goals simultaneously by spurring economic growth and providing employ-
ment. Other issues, such as dealing with mental trauma and recovering lost educa-
tion for child soldiers, likely demand more long-term investments. Thus, though 
researchers have defined the problems with civil wars quite well, we have done far 
less to provide specific solutions to the problems and have done even less to inform 
policy makers about what solutions should take priority over others.

Beyond providing a more useful set of policy recommendations, researchers would 
do well to focus on three main areas for future development. First, the way in which 
we design studies could be improved by considering the counterfactual situations. 
That is, given that states experiencing civil wars likely had poor health, education, 
and economies to begin with, how can we be sure that the supposed harmful effects 
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of civil conflicts would not have been bad in the absence of conflict? Multiple regres-
sion estimations can do a fair job in estimating the independent effects of variables 
like civil war, though trends like matching methods that we see in other areas of lit-
erature and have seen in some earlier areas of civil war work (Stewart and Humphreys 
1997) would likely be worthwhile.3

Second, researchers could push further in understanding when and where we 
might see disparate civil war consequences. We have seen pockets of economic 
development within civil wars, for example, but we know little about where these 
pockets might be expected to develop elsewhere, or how they may be harnessed for 
more widespread growth. We also know little about what might condition the influ-
ence that civil wars have on health, education, and economic growth. Do we see the 
harshest effects when the government is authoritarian, for example, or when the civil 
war is of a particular type or involves multiple rebel groups? Moving beyond civil 
war as a simple dummy variable will improve our understanding of these questions.

Finally, research would be advanced by speaking across disciplinary boundaries. 
The work reviewed earlier on mental health rarely considers economic or political 
factors, for example, drawing primarily on psychological and sociological stud-
ies. The link between economists and political scientists is stronger, though many 
economic studies continue to ignore important political variations, just as politics-
focused studies continue to ignore economic intricacies. Work on education from 
both political and economic camps uses only the most basic measures of educational 
infrastructure and competency, ignoring the vast body of comparative education 
work that taps into the quality of education. If we are to improve our understanding 
of the consequences of civil conflicts and, in Moore’s words, “improve the human 
condition,” then scholars must continually push beyond their comfort zones, be 
realistic about constraints for postwar development, and continue to strive to ask 
difficult research questions that have clear and attainable policy implications.
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In early 2011, Egyptians inspired by the Tunisian revolution launched a wave of 
popular protests. President Mubarak’s National Democratic Party and his military 
responded with violence, culminating in the February 2 attacks on demonstrators 
in Tahrir Square. Allegations of torture, killings, and sexual assaults surfaced, and 
on February 11, Mubarak stepped down. Power was transferred to Egypt’s Su-
preme Council of Armed Forces, which suspended the constitution and dissolved 
parliament. They vowed to transfer power to an elected civilian government, and 
Mohamed Morsi of the Muslim Brotherhood became Egypt’s first democratically 
elected president in June of 2012. Yet discontent increased and ultimately, millions 
took to the streets and called for Morsi to relinquish power. Egypt’s army intervened 
and took the reins of power in July 2013. Once again, the military suspended the 
constitution. Police backed by armored vehicles and bulldozers violently dispersed 
groups of Morsi’s supporters; hundreds were killed.

Political upheaval, civil war, and human rights are inextricably linked. State-
perpetrated abuse of fundamental human rights leads to popular dissent, mobilizing 
the opposition and risking escalation to war (e.g., Gurr 1970; Lichbach 1995; Tilly 
1978; Young 2012 and this volume). Abuse is more widespread and severe during 
war than at other times, as states employ repression to defeat their opposition (e.g., 
Hibbs 1973; Kalyvas 2000; Mason and Krane 1989; Poe and Tate 1994). And geno-
cide, often considered the most heinous form of abuse, occurs almost exclusively 
in the context of civil and interstate war (e.g., Harff 2003; Krain 1997; Licklider 
1995a; Valentino 2005).1

When international war ends, opponents return to their own distinct territories. But 
when civil war ends, the people remain together in the same country. To paraphrase 
Licklider (1993: 4), how do groups of people who have been killing one another with 
considerable enthusiasm and success come together in a single community? How can 
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you coexist with the people who imprisoned, disappeared, tortured, or killed your 
parents, your children, your friends or lovers? How can Egyptians who lived through 
the recent uprising stabilize their world and move forward together?

Transitional justice (TJ) is the implementation of measures designed to redress 
legacies of mass human rights abuses during periods of radical political change, 
including democratization and civil war (Teitel 2000). As the International Center 
for Transitional Justice (ictj.org) notes, “it seeks recognition for the victims and to 
promote possibilities for peace, reconciliation, and democracy.” In Egypt, the Min-
istry for Transitional Justice and National Reconciliation was created in June 2014; 
it will consider the variety of institutions and processes that have evolved in pursuit 
of these goals, including (for example) criminal prosecutions, truth commissions, 
lustrations, and amnesties.2

The prima facie argument for transitional justice is clear. Advocates argue that 
holding individuals accountable for their abhorrent treatment of others satisfies 
fundamental principles of fairness. It pressures governments to adhere to publicly 
known and widely accepted standards of conduct and represents a break with a past 
in which the government failed to abide by those standards. And it offers victims 
a sense of justice, which promotes healing and reconciliation while dampening the 
desire for retribution. In short, transitional justice helps metamorphosing states 
establish a foundation for a peace (e.g., Akhavan 2001; Goldstone 1996; Malamud-
Goti 1990; Méndez 1997).

Others have been less optimistic. Skeptics argue that dredging up the recent past 
will undermine efforts to move on, sharpening societal divisions in ways that exacer-
bate or renew conflict, weaken fledging democratic institutions, and generally “cause 
more harm than the original crime it purports to address” (Goldsmith and Krasner 
2003: 51; see also Grono and O’Brien 2008; Huntington 1991; O’Donnell and 
Schmitter 1986; Vinjamuri and Snyder 2004; Zalaquett 1992).

Recently, the use of transitional justice in the aftermath of atrocities has become 
increasingly accepted and increasingly common. Until 2002, for example, the inter-
national community had to establish ad hoc tribunals like the International Criminal 
Tribunal for the Former Yugoslavia (ICTY) and the International Criminal Tribu-
nal for Rwanda (ICTR) in order to criminally prosecute perpetrators of egregious 
human rights abuse. Since 2002, that role has been transferred to the permanent 
International Criminal Court. More generally, there has been a “rapid and dramatic 
shift in the legitimacy of the norms of individual criminal accountability for human 
rights violations and an increase in actions (such as trials) on behalf of those norms” 
(Sikkink and Kim 2013: 170). In the context of civil war, TJ in one form or another 
is now a part of most postwar peace processes, and trials and truth commissions in 
particular have emerged as “staple[s] of post-conflict peacebuilding efforts” (Brahm 
2007: 16; Bates et al. 2007; Thoms, Ron, and Paris 2010). Scholars have called this 
the justice cascade (e.g., Lutz and Sikkink 2001; Savelsberg 2010; Sikkink 2011; Sik-
kink and Kim 2013), and it has spawned a new wave of social scientific research on 
the origins, spread, and effectiveness of transitional justice.

http://ictj.org
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As other chapters in this volume make clear, the post–civil war period is not 
characterized by a durable peace, stability, or prosperity. In chapter 9, for example, 
Diehl notes that current civil war begets future civil war in over 40 percent of states. 
Thyne describes in chapter 10 how health, education, and the economy suffer. These 
deleterious effects may be mitigated through negotiated settlements, the deployment 
of peacekeeping missions, policy interventions, and the promotion of democracy (see 
chapters 8–10, this volume). But none of these strategies is a panacea for the common 
afflictions of post-conflict states. Can transitional justice ameliorate these problems?

This chapter maps out the emerging stream of systematic empirical research on 
how transitional justice affects the prospects for postwar peace, focusing particularly 
on its effects on recurrent conflict and government respect for human rights.3 After 
introducing the most common mechanisms of transitional justice, I summarize the 
universe of existing empirical results in the political science literature linking TJ to 
two state-level outcomes: civil war and postwar human rights. Despite a growing 
number of systematic studies, this literature is still in its very early stages, and our cu-
mulative understanding of the effects of transitional justice in the context of civil war 
is limited. I argue that this limitation follows from a lack of rigorous causal theory, 
which produces ungrounded differences in scope conditions and the operationaliza-
tion of key concepts across existing studies. These differences prevent the literature as 
a whole from making compelling correlational or causal claims. I identify new goals 
that I believe transitional justice scholars should pursue, discuss several new datasets 
that are well equipped to help in that pursuit, and raise a series of as-yet unasked 
questions about transitional justice, civil war, and human rights.

TJ INSTITUTIONS AND PROCESSES

Transitional justice mechanisms include criminal prosecutions, truth commissions, 
reparations, memory projects, lustrations, amnesties, purges, and exiles. Criminal 
prosecutions, including trials and tribunals, are retributive mechanisms aimed at 
holding perpetrators accountable and punishing them for abuse (Elster 2004). 
Many prosecutions, such as those in Peru, Venezuela, and Egypt, occur within the 
society where the crimes occurred. When societies emerging from transition lack 
the capacity or political will to prosecute perpetrators domestically, justice may be 
pursued through hybrid courts that include international and domestic actors and 
draw upon international standards and practices; this was the case in Sierra Leone, 
Kosovo, Bosnia, Timor-Leste, and Cambodia. Finally, prosecution may occur in a 
purely international context, through ad hoc tribunals like the ICTY and ICTR, or 
through the International Criminal Court. Regardless of the context in which it oc-
curs, advocates believe that establishing criminal responsibility offers victims a sense 
of justice, deters future abusers, and strengthens the rule of law (e.g., Akhavan 2001; 
Kritz 1996; Minow 1998; Stromseth 2003). Alternatively, one might argue that the 
pursuit of justice through prosecution undermines the goal of reconciliation.
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Other TJ mechanisms are nonretributive, designed to offer reparation or compen-
sation to victims (Gloppen 2005). Truth commissions, like the South African Truth 
and Reconciliation Commission and the Chilean Comisión Nacional de Verdad y 
Reconciliación, are temporary, nonjudicial bodies that are officially sanctioned, au-
thorized, or empowered by the state to investigate a pattern of abuses over a period 
of time (Hayner 2001: 14). They create historical records of human rights abuse that 
help victims find closure by learning more about the events they suffered, making it 
difficult to deny or rewrite history, and signaling an official commitment to prevent 
recurrent atrocities (Brahm 2007; Goldstone 1996). Reparations may be material, such 
as financial payments and social services like education or health care. They may also 
be symbolic, such as public acknowledgment or apology. In East Timor, for example, 
perpetrators made amends by rebuilding homes that had been destroyed or providing 
a set number of hours of community service (Magarrell 2007). Memory projects—like 
the monuments, annual prayer ceremony, and mass grave in northern Uganda— 
create records and preserve memories of people or events (Shaw et al. 2010). Propo-
nents believe that these nonretributive measures pave the way for reconciliation by 
helping victims acknowledge and recover from the physical, psychological, and social 
damage caused by past brutality (e.g., Aukerman 2002; Borer 2006; Drumbl 2007; 
Long and Brecke 2003). Alternatively, one might argue that these measures sacrifice 
people’s desire for justice in the hopes of achieving reconciliation.

A third set of TJ mechanisms has both retributive and nonretributive elements. 
Lustration identifies politicians who collaborated with past abusive regimes and ei-
ther limits their access from public office or disqualifies them from holding office en-
tirely. This helps to ensure that the new government will neither appear nor behave 
like the old regime, and signals a new chapter in state history (Cohen 1995; David 
2011; Kaminski and Nalepa 2006; Nalepa 2010). Amnesties are granted by passing 
retroactive laws “to eliminate any record of crimes occurring by barring criminal 
prosecutions and/or civil suits. In extinguishing liability for a crime, amnesty as-
sumes that a crime has been committed” (Mallinder 2009: 2–3). They are typically 
granted in exchange for truth, and mark a turning point between the conflict-ridden 
climate of the past and a new, more peaceable social climate (Cobban 2007: 199; see 
also Huyse 1995; Kritz 1995). Finally, purges remove perpetrators from public office, 
while exiles remove them from the state. Like lustrations, these mechanisms impose 
tangible punishment for abuse while also providing a psychological break with the 
past (Arthur 2009; Elster 2004; Teitel 2000, 2003).

These TJ institutions and processes are not mutually exclusive, and multiple 
mechanisms are often used in a single case. In the aftermath of its 1994 genocide, 
for example, Rwanda adopted mechanisms including domestic criminal prosecution 
(the Gacaca courts), international criminal prosecution (the International Criminal 
Tribunal for Rwanda), and a truth commission (the National Unity and Reconcilia-
tion Commission).4 More generally, almost two-thirds of transitional countries that 
established truth commissions between 1979 and 2004 also held trials, and many of 
these had amnesties as well (Sikkink and Walling 2007: 430).
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EMPIRICAL EVIDENCE OF TJ’S EFFECTS

So how do the various TJ mechanisms described above affect civil war and postwar 
human rights? I explore this question in this section by reviewing empirical work 
on the topic.

Effects of Individual Mechanisms

Between 1991 and 2001, as Yugoslavia dissolved, a series of separate but related 
military conflicts occurred within its boundaries.5 In April 1992, the Yugoslav 
republic of Bosnia-Herzegovina declared its independence and the Bosnian War 
began. Bosnian Serb forces, backed by the Serb-dominated Yugoslav army, set out 
to “cleanse” their territory of Bosnian Muslims (known as Bosniaks) and Bosnian 
Croats (Croatian civilians). By 1995, around one hundred thousand people were 
dead. Eighty percent of the victims were Bosniak (Malcolm 1996).

The most famous and deadly event was the July 1995 massacre at Srebrenica, a 
Bosniak-dominated town under the watch of UN peacekeepers. Serb general Ratko 
Mladić and his forces entered the town and murdered roughly seven thousand men 
and boys; it was the single largest massacre in Europe since World War II. Many 
of those who survived the initial massacre were sent to concentration or detention 
camps where they were beaten, tortured, and executed en masse. Srebrenica women 
were often taken to rape camps, there to be raped and tortured until they became 
pregnant (Honig 1996).

The International Criminal Tribunal for the former Yugoslavia was established in 
1993 to prosecute war crimes committed during each of the Yugoslav Wars, includ-
ing the events at Srebrenica and other instances of ethnic cleansing that occurred in 
Bosnia-Herzegovina. Ratko Mladić was arrested on May 26, 2011, and was charged 
with two counts of genocide, five counts of crimes against humanity, and four 
counts of violations of the laws or customs of war. His trial began in May 2012, 
and judgment is expected in November 2017.6 More generally, the ICTY’s prosecu-
tions have “dramatically changed the civil landscape and permitted the ascendancy 
of more moderate political forces backing multiethnic co-existence and nonviolent 
democratic process” (Akhavan 2001: 9). In Bosnia-Herzegovina and throughout the 
former Yugoslavia, the ICTY seems to have played an appreciable role in preventing 
a relapse to civil war and limiting postwar human rights abuse.

This case narrative suggests that retributive TJ improved the prospects for postwar 
peace and human rights in the former Yugoslavia. Is this result generalizable? The 
earliest empirical research of TJ’s effects on postwar peace looked at the impacts of 
retributive mechanisms (i.e., criminal prosecutions) like the ICTY. With respect to 
recurrent civil war, anecdotal evidence suggests that criminal prosecutions reduce the 
risk of recurrent conflict (Akhavan 2001), while several systematic studies find that 
prosecutions have no discernable effect on recurrent conflict (Meernik 2005; Sikkink 
and Walling 2007; Lie, Binningsbø, and Gates 2007; Meernik, Nichols, and King 
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2010; Sikkink 2011). In a more nuanced analysis, Loyle and Appel (2014) find that 
trials selectively and solely targeting the opposition do not affect the risk of relapse 
to civil war, while comprehensive trials targeting both governments and rebels do 
reduce the risk of recurrence.

Research into criminal prosecutions’ effects on postwar human rights produces 
two contrasting findings. Several studies (Sikkink and Walling 2007; Kim and Sik-
kink 2010, 2013; Sikkink 2011; Sikkink and Kim 2013) find that prosecutions 
improve state respect for human rights,7 while another study (Meernik, Nichols, and 
King 2010) finds that prosecutions have no effect on state respect for human rights.

With respect to nonretributive mechanisms, scholars have focused specifically on 
truth commissions. Some analyses (Long and Brecke 2003; Snyder and Vinjamuri 
2003/2004; Lie, Binningsbø, and Gates 2007; Loyle and Appel 2014) suggest that 
such commissions reduce the risk of recurrent civil war. Wiebelhaus-Brahm (2010) 
examines truth commissions’ effect on state respect for human rights; his multi-
method approach produces two very different results, suggesting first that truth com-
missions improve respect for human rights, and then that these commissions actually 
worsen respect for human rights. Last, Lie, Binningsbø, and Gates (2007) examine 
the effects of reparations on recurrent civil war. They find that reparations have no 
effect on recurrence in all states taken together, or in authoritarian regimes considered 
alone. However, reparations do reduce the risk of civil war relapse in democracies.

Finally, with respect to mechanisms with both retributive and nonretributive ele-
ments, four studies examine the effects of amnesties on the risk of recurrent civil 
war. Both Loyle and Appel (2014) and Snyder and Vinjamuri (2003/2004) find 
that amnesties reduce the risk of civil war recurrence. The two remaining studies 
find that amnesty’s impact depends on political institutions (i.e., regime type): Lie, 
Binningsbø, and Gates (2007) find that amnesties have no effect on recurrence in 
all states taken together, or in authoritarian regimes on their own. In democracies, 
amnesties appear to increase the risk of relapse to civil war. Melander (2013) finds 
that amnesty provisions in peace agreements reduce the risk of civil war recurrence, 
but only in authoritarian regimes; in democracies or regimes in flux, his results show 
no significant effect of amnesties on a return to civil war.

Beyond amnesties, Lie, Binningsbø, and Gates (2007) find that the effect of 
exiles depends on regime type, such that they reduce the risk of recurrent civil war 
in democracies but have no significant effect in other regimes. And purges, in their 
results, have no effect on recurrent civil war regardless of the type of regime in which 
they occur. Last, Loyle and Appel (2014) find that reparations are associated with a 
reduced risk of recurrence.

EFFECTS OF MULTIPLE MECHANISMS

The findings described above examine the effects of one transitional justice mecha-
nism in isolation, or consider them as independent influences in multivariate analyses. 
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Yet as mentioned above, multiple mechanisms are often used in a single case. When 
considered as an additive index (so that the presence of one more TJ mechanism in-
creases the amount of TJ by a value of one), the use of additional mechanisms has no 
significant impact on the recurrence of civil wars (Lie, Binningsbø, and Gates 2007).

When considered as available “packages” of TJ, however, anecdotal evidence sug-
gests that different combinations of mechanisms may reduce the risk of civil war re-
lapse. Consider, for example, East Timor. Following the 1974 Portuguese revolution, 
Portugal abandoned its colony on Timor; in 1975, civil war broke out between East 
Timorese political parties. Indonesia invaded shortly thereafter, fearing a communist 
state in the region. The Indonesian occupation lasted for twenty-four years, and was 
marked by violence and brutality. East Timorese civilians suffered displacement, 
sexual violence, and torture. Approximately 18,600 civilians were killed, and another 
84,200 died from hunger and illness (Burgess 2004).

In 1999, the UN organized a referendum on autonomy of East Timor. In the 
months leading up to the vote, paramilitary groups attacked independence activists 
and warned of a “bloodbath” in the event of a vote for independence (Nevins 2005: 
91). When 78.5 percent of East Timorese voted for independence, Indonesian se-
curity forces and their militia began attacking civilians and setting fires around the 
capital city, Dili. Ultimately, more than 1,400 lives were lost (Nevins 2005).

In the wake of the Indonesian occupation and post-referendum violence, three 
separate TJ institutions were established. In 1999 the UN set up the Serious Crimes 
Investigations and Prosecutions Process to investigate serious crimes committed dur-
ing the conflict and indicted nearly four hundred subjects. In 2002, the independent 
Commission for Reception, Truth, and Reconciliation (CAVR) was established to 
“inquire into human rights violations committed on all sides, between April 1974 
and October 1999, and facilitate community reconciliation with justice for those 
who committed less serious offenses.”8 In 2005, Indonesia and East Timor estab-
lished the bilateral Commission for Truth and Friendship (CTF). Perhaps as a result 
of these efforts at transitional justice, East Timor has seen neither recurrent civil war 
nor exceptionally high levels of repression since the 1999 referendum.

Trials and truth commissions also reduced the risk of recurrence in the former 
Yugoslavia (except Macedonia) and Peru. Formal amnesties combined with truth 
commissions reduced the likelihood of civil war renewal in El Salvador and South 
Africa; and the combination of de facto amnesty and a truth commission reduced 
the risk of relapse in Guatemala (Snyder and Vinjamuri 2003/2004).

The effects of multiple mechanisms on state respect for human rights are cohesive 
and suggest that different combinations of mechanisms lead to less human rights 
abuse then we might otherwise expect. Snyder and Vinjamuri (2003/2004) suggest 
that the TJ packages that reduced the risk of recurrent civil war also contributed to 
improved human rights practices in those same states. Sikkink and Walling (2007) 
show that the combination of trials and truth commissions improves human rights 
performance more than trials alone. Olsen, Payne, and Reiter (2010b, 2010c) find 
that trials and amnesties, as well as trials, amnesties, and truth commissions, generate 
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improvements in state respect for human rights. In short, transitional justice mecha-
nisms may be more effective in reducing conflict and human rights abuses in the long 
term when multiple TJ approaches are adopted in the post-conflict environment.

SYNTHESIS AND LIMITATIONS

The empirical study of transitional justice’s impacts on postwar peace and human 
rights has made great strides in the past decade. Perhaps the most notable develop-
ment has been a move away from the earlier tendency to concentrate only on cases 
that have experienced TJ (Thoms et al. 2010: 346). Certainly this literature has 
followed a pattern common to many areas of conflict studies, starting with historio-
graphic description and debate that relied on anecdotal evidence and suffered from 
sample selection bias, and then growing more sophisticated in both case selection 
criteria and methods of analysis. Of the sixteen empirical tests discussed above, only 
two focus solely on cases where transitional justice was used; the other fourteen 
examine both positive and negative cases. With respect to methodology, only one 
of the studies relies exclusively on anecdotal evidence. Four others use correlational 
statistics, eight make use of multivariate analysis, and the remaining three employ 
some combination of these methods.

Overall, most studies find that TJ has either desirable or negligible effects, and 
evidence of strong negative impacts is relatively rare. This conclusion is tenuous, 
however, largely because extant work has privileged ad hoc hypotheses over causal 
logic. Scholars have tended to ask whether transitional justice strengthens postwar 
peace and human rights rather than focusing on how and why these improvements 
occur. When scholars have developed causal logic that points the way to new research 
questions and empirical expectations, others in the community have failed to engage. 
This failure has also led to major differences in scope conditions and in the opera-
tionalization of key concepts across empirical efforts. Consequently, the literature has 
been unable to achieve the kind of cumulative knowledge that allows social scientists 
to make compelling causal—or even correlational—claims.

CAUSAL THEORY?

A rigorous theory should explain known empirical patterns, rendering facts informa-
tive by specifying logical linkages among the terms in our hypotheses. It should also 
point the way forward, guiding the search toward new questions and new empiri-
cal regularities. Consider, for example, this simple stylized story. Assume that state 
leaders are driven to maintain power and a monopoly on the forces of coercion 
within their borders. When faced with domestic challenges, such leaders are likely 
to respond with human rights abuses. Repression, after all, is a highly effective and 
relatively inexpensive way to quell dissent, dissuade future opposition to the regime, 
and consolidate power and control.
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If all this is true, then one way for transitional justice to reduce repression is 
to deter leaders from abusing their citizens by threatening their grasp on power. 
Retributive TJ is capable of imposing such a threat, while wholly nonretributive 
TJ is not. Thus, we might expect that criminal prosecutions would reduce postwar 
human rights abuse, while truth commissions would not. This explains findings in 
Lie, Binningsbø, and Gates (2007), Sikkink and Walling (2007), Kim and Sikkink 
(2010, 2013), Sikkink (2011), and Sikkink and Kim (2013). Because the causal 
pressure here is the threat of retributive TJ, we should expect these mechanisms to 
reduce human rights abuse when and where they are applied and anywhere else they 
raise leaders’ expectations of punishment for abuse. Thus retributive TJ may have 
deterrent effects for the postwar leadership, or in states that share borders or other 
linkages with the state where TJ is used. And, in fact, Sikkink and Kim (2013) find 
just such a neighborhood effect.

This causal logic also implies that leaders are most vulnerable when their trans-
gressions are readily identified as well as punished. Thus, human rights abuse should 
be deterred more in the context of both truth commissions and trials than in the 
presence of trials alone. Empirical results from Snyder and Vinjamuri (2003/2004), 
Sikkink and Walling (2007), Olsen, Payne, and Reiter (2010b, 2010c) support these 
expectations.

This brief exercise demonstrates the power of careful theorizing. While the empiri-
cal studies of TJ’s effects on human rights do not advance a causal logic, two studies 
focused on civil war recurrence do invest in theory.9 For Melander (2013), the research 
question is whether amnesty provisions in peace agreements reduce the likelihood of 
civil war recurrence. His theoretical argument begins with the claim that amnesties are 
only effective (i.e., capable of increasing societal peace and reducing the risk of conflict 
recurrence) when they are credible and enforceable. In democratic states and regimes 
in flux, leadership changes are likely, and the political future is uncertain. Authoritarian 
regimes, in contrast, are both less changeable and more certain. Because authoritarian 
regimes are more credible, then, amnesties in these states are more likely to be enforced 
and less likely to be undermined. Thus, amnesties should reduce the risk of conflict 
recurrence, but only when political institutions are authoritarian.

Empirical results support Melander’s expectations. Perhaps more importantly, 
his theoretical framework points the way to new and promising research questions 
and empirical expectations. Do political institutions condition the effectiveness of 
other forms of transitional justice? Truth commissions, for example, depend on in-
dividual victims to identify perpetrators; if victims are unwilling to come forward, 
then crimes cannot be acknowledged and truth cannot be told. Might victims be 
unwilling to name names in the shadow of uncertainty cast by regularized leader-
ship change? If so, then truth commissions in democracies seem less likely to reduce 
political violence than comparable commissions in an autocratic context. Lustrations 
ban collaborators with abusive regimes from participation in the new government. 
Might they be poorly equipped to prevent a return to civil war or widespread abuse 
when the new government is likely to be replaced in a relatively short time, through 
regularly scheduled elections or another institutionalized political process?
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For Loyle and Appel (2014), the research question is whether post-conflict justice 
(i.e., transitional justice occurring in the aftermath of civil war) reduces the risk of 
recurrent civil war. Building on the civil conflict literature cited throughout this 
volume, they argue that recurrence depends on how easily conflict entrepreneurs can 
mobilize former rebels and their supporters against the government. Mobilization is 
easier when potential opponents feel aggrieved against the government, so one way to 
avoid recurrence is to address and lessen those grievances. Post-conflict justice is well 
equipped to mitigate grievances that result from a previous conflict; it also signals the 
post-conflict government’s continued commitment to addressing future grievances 
as they arise. Thus, post-conflict justice attenuates conflict entrepreneurs’ ability to 
mobilize would-be opponents by addressing and alleviating their motivations to rebel.

Empirical results support the insight that TJ reduces the likelihood of civil war re-
lapse only when it helps alleviate grievances. Loyle and Appel’s theoretical framework 
suggests some new and promising research questions and empirical expectations. 
Might nonretributive TJ mechanisms increasingly reduce the likelihood of civil war 
recurrence as they are increasingly able to address lingering or new grievances at civil 
war’s end? If so, then truth commissions with broad investigatory powers may reduce 
political violence more than comparable commissions that are limited in the issues 
they can engage. Reparations can be either material or symbolic; is one form more 
powerful for reducing grievances than the other? Given a limited pool of resources, 
might reparations spread more thinly but extended to more potential opponents 
more effectively reduce political violence than larger reparations packages offered to 
fewer potential opponents?

Theoretical logic can also be found in research that does not contain systematic 
empirical tests. Hayner (2010: 182) suggests that truth commissions aim to pre-
vent further violence and rights abuse “by breaking the cycle of revenge and hatred 
between former enemies, somehow encouraging reconciliation between opposing 
groups who may feel they have much to hate or fear in the other, or a history to 
avenge.” These attempts are embedded in truth commission reports and include 
recommended prosecutions, reparations, lustrations, apologies, and political and 
institutional reforms. Their success has varied widely but systematically, based on 
several factors. Does the truth commission have the power to make binding recom-
mendations? If so, does it have direct powers of enforcement to ensure that those 
recommendations are implemented? Success also varies, Hayner argues, with the 
specificity of the recommendations and the international community’s willingness to 
push national authorities toward implementation. The United Nations, for example, 
led a strong push for implementation in El Salvador, but was “considerably less asser-
tive” in its stance toward implementation in Sierra Leone (Hayner 2010: 194). Thus 
Hayner lays out a clear causal pathway for TJ influence and provides some observ-
able indicators likely to covary with success. Yet this process, and the hypotheses it 
implies, has not yet been engaged by the empirical literature.

Rather than engage these new questions and expectations, or develop new causal 
arguments, most extant work has used empirical analysis to test ad hoc hypoth-
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eses—expectations based on hunches rather than carefully derived from a logical 
framework (Zinnes 1976). As a result, it is difficult to know how to interpret puz-
zling empirical results. Scholars have relied on post hoc explanations, which do little 
to further our cumulative understanding of how, why, or under which conditions TJ 
improves the prospects for postwar peace.

SCOPE CONDITIONS AND OPERATIONAL CHOICES?

The lack of careful and rigorous theorizing has also led to problematic differences in 
scope conditions and operationalization of key concepts across existing research ef-
forts. A theory’s scope is “a set of conditions such that, if the conditions are satisfied, 
the theory will not be found false” (Walker and Cohen 1985: 291; see also Freese 
1980; George and Bennett 2004; Toulmin 1957). It is, in other words, a domain 
of applicability or a context within which a given hypothesis is expected to hold. 
A central goal of the empirical transitional justice literature has been to construct 
general theories of TJ’s effects. Thus, hypotheses take the general form “the presence 
of transitional justice mechanisms decreases the likelihood of civil war (or increases 
human rights performance).” Nonetheless, nearly every study reviewed above im-
poses systematic and consequential restrictions on the sample subjected to empirical 
testing. Of the eighteen tests discussed in this chapter, two are case specific. Three 
include only states undergoing democratic transition in Latin America, and five 
include only democratic transitions without regional limitation. Six include only 
countries emerging from civil war, one includes only post–civil war democracies, 
and one imposes no scope restrictions whatsoever. Because results within one context 
cannot be assumed to generalize outside that context, and in the absence of theoreti-
cal justification for limited scope, the literature’s ability to make broad claims about 
the effects of transitional justice is limited.

Accumulation of knowledge has been limited, too, as a result of differences in 
operationalization. With respect to independent variables, different scholars have 
operationalized transitional justice differently. Most tests are designed to assess the 
effects of a specific TJ mechanism, and authors are careful to limit their conclusions 
appropriately. The problem arises within these subsets, when one concept is op-
erationalized in multiple ways but conclusions about that concept’s (in)effectiveness are 
largely unqualified. With respect to criminal prosecutions, for example, some studies 
(e.g., Kim and Sikkink 2010) allow trials to affect their outcomes of interest only 
in years in which a trial was ongoing (country prosecution years). Others (Meernik 
et al. 2010) allow domestic prosecutions to have an effect beginning in the year the 
first trial began and continuing for the five-year period after the trial’s end, allowing 
international tribunals to have an effect beginning in the year of establishment and 
continuing throughout their temporal domain.

Regarding truth commissions, one study (Long and Brecke 2003) investigates the 
impacts of reconciliation events including but not limited to truth commissions, while 
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another (Wiebelhaus-Brahm 2010) examines the presence/absence of a truth com-
mission as well as its issuance of a final report. And in the case of studies investigating 
multiple TJ institutions and processes, those mechanisms are sometimes considered 
independent influences (e.g., Snyder and Vinjamuri 2003/2004), and at other times 
they are treated additively (e.g., Sikkink and Walling 2007). These studies also measure 
specific mechanisms differently. Sikkink and Walling (2007), for example, measure the 
presence or absence of trials at any part of the prosecution process, while Olsen, Payne, 
and Reiter (2010b, 2010c) account only for trials that ended in verdicts.

Measurement choices also commonly differ across studies purporting to engage 
the same dependent variable. Most studies of TJ’s effects on wars leverage data from 
the PRIO/Uppsala Armed Conflict Database (e.g., Kim and Sikkink 2010, 2013; 
Lie et al. 2007; Meernik et al. 2010), but one relies instead on a thirty-two-death 
threshold (Long and Brecke 2003). Differences also exist within the subset of studies 
using the PRIO/Uppsala data: some (e.g., Sikkink and Walling 2007; Sikkink 2011) 
combine civil and interstate wars into a single outcome of interest, while others (Lie 
et al. 2007; Meernik et al. 2010) focus only on civil war. And while all studies of TJ’s 
effects on human rights use the Political Terror Scale (PTS), the Cingranelli-Richards 
Physical Integrity Index (CIRI), or both, there are differences in how those data are 
employed: some (e.g., Olsen et al. 2013b, 2013c; Wiebelhaus-Brahm 2010) use the 
levels of the relevant measure(s), while others (e.g., Meernik et al. 2010; Sikkink and 
Walling 2007) use binary indicators of positive change.10

Operational differences, then, are quite common in both independent and depen-
dent variables. More importantly, these differences appear to be random rather than 
driven by different—and explicit—theoretical concepts. Scholars tend not to place 
their own measurement choices in the context of the broader literature or consider 
how different decisions may lead to different conclusions without casting doubt on 
earlier work. Without this type of cross-study engagement, and careful grounding in 
conceptual definitions, empirical results cannot come together to advance our col-
lective knowledge of postwar transitional justice.

PATHS FORWARD

In this penultimate section, I suggest two ways that the limitations noted above 
might be addressed, I describe two new TJ data collection efforts and suggest some 
profitable future data collection possibilities, and I raise some as-yet unasked ques-
tions about how TJ relates to postwar peace and human rights.

NEW GOALS

To some extent, scholars have already begun to engage scope conditions as described 
above. Meernik et al., for example, consider the potential effects of domestic trials in-
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dependent of international tribunals, and vice versa. Wiebelhaus-Brahm investigates 
whether truth commissions have differential impacts when they do or do not publicly 
issue a final report. Long and Brecke find that reconciliation events produce a lasting 
peace only when they involve public truth telling and the redefinition of perpetrators’ 
identities and social roles. Snyder and Vinjamuri find that TJ success depends on 
weak spoilers, a strong judiciary, and well-established democratic institutions. And Lie 
et al. find that TJ has effects in post-conflict democracies that are not clear across all 
post-conflict states. The trouble stems not from a lack of attention, but from a lack 
of systematic and rigorous causal logic. An abundance of post hoc theorizing and the 
failure to make scope conditions explicit are symptomatic of this problem.

Cumulation in social science can (perhaps should) begin with precise theorizing, 
which leads naturally to the thoughtful identification of suitable samples and opera-
tionalization of key concepts both within and across individual efforts. One goal of fu-
ture research should be the careful development of causal arguments, particularly with 
regard to context. As noted earlier, researchers should ask not only whether transitional 
justice strengthens postwar peace and human rights, but also how and why these im-
provements occur. They should be mindful of circumstances in which their arguments 
may not apply, including limitations with respect to transition type, regime type, 
geography, time, and other characteristics. And they should test their theories aptly, 
measuring concepts and defining samples in ways that reflect theoretical expectations.

Currently, scholars impose scope conditions and operationalize concepts implic-
itly. A second goal of future research, related to and following naturally from the 
first, should be to state theoretically grounded assumptions and choices explicitly. 
The more transparent a research effort is, the more directly it can be engaged by fu-
ture efforts and the more easily we can pursue a collective understanding of postwar 
TJ. A discussion of the generalizability of results would be another welcome addition 
to any (or every) new empirical contribution.

NEW DATA

The push for cumulation can also be pursued through data. Heretofore, most TJ 
researchers have coded their own data.11 This isolation inevitably leads to a diverse 
set of coding rules. As more scholars test theoretical expectations using data born of a 
single set of coding rules, the reliability of the literature’s results—taken as a set—can 
only grow. The recent introduction of two publicly available data collection efforts 
should make this goal increasingly easy to achieve.12

First, the Justice Data Project is meant for scholars wishing to test hypotheses 
about transitional justice in both the wartime and postwar environments (Bin-
ningsbø, Loyle, Elster, and Gates 2012a, 2012b). The project includes two distinct 
datasets: the Post-Conflict Justice (PCJ) dataset contains information on TJ in the 
aftermath of all internal, internationalized internal, and extra-systemic armed con-
flicts identified by the PRIO/Uppsala Armed Conflict Dataset between 1946 and 
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2006, and version 1 is available in its entirety; these are the data used by Loyle and 
Appel (2014) as discussed above. The During-Conflict Justice (DCJ) dataset expands 
the PCJ scope of inquiry to include TJ processes implemented while conflict is 
still ongoing. DCJ data collection is complete, and the data are being finalized for 
public release. Both datasets contain detailed information on TJ processes including 
criminal prosecutions, truth commissions, reparations, amnesties, purges, and exiles.

Second, the Transitional Justice Research Collaborative allows scholars to test 
hypotheses about transitional justice during regime shifts toward democracy (Payne 
and Sikkink 2014), including democratization on the heels of civil war. The data in-
clude information on TJ in the context of 109 democratic transitions in 86 countries 
around the world between 1970 and 2012. Detailed information on criminal pros-
ecutions, truth commissions, and amnesties is currently available, and data collection 
on four additional mechanisms—civil trials, vetting and lustration, reparations, and 
customary forms of justice—is underway.

These new datasets will enable scholars to test many hypotheses derived from 
systematic causal theories about TJ’s impacts on postwar peace. As our theories 
grow more nuanced and sophisticated, though, they may produce expectations that 
cannot be engaged with data focused on the configuration and operation of TJ 
institutions themselves. Many of the causal mechanisms proposed throughout this 
chapter, for example, emphasize individual-level factors including norms, beliefs, 
opinions, and preferences. Testing the observable implications of these mechanisms, 
and discriminating between them, will require more fine-grained micro-level data. 
Interviews with survivors and victims’ relatives, human rights advocates, and scholars 
may provide such data, as might interviews with officials from governments and TJ 
institutions themselves (e.g., Brounéus 2008; Hayner 2001, 2010; Nalepa 2010). 
Surveys, and perhaps survey experiments, may also prove valuable in the collection 
of micro-level data (e.g., Brounéus 2010; Gibson 2004a, 2004b; Nalepa 2010). 
While undoubtedly time- and resource-intensive, such efforts will further advance 
our understanding of transitional justice, including its ability to limit recurrent civil 
war and human rights abuse.

NEW DIRECTIONS

In addition to reconciling existing issues within the postwar TJ literature, these new 
datasets—both those being collected and those as yet undeveloped—will facilitate 
the asking and answering of new research questions. Many such questions are sug-
gested by the ad hoc hypotheses and post hoc explanations that typify the state of 
the literature.

Long and Brecke, for example, find that where reconciliation events led to a 
lasting peace, the events involved a protracted process of public truth telling, the 
redefinition of the identities and social roles of perpetrators, and “partial justice short 
of revenge.” They infer that “reconciliation events are often, but not uniformly, cor-
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related with restoration of civil . . . order” (Long and Brecke 2003: 13). Their con-
clusion taps into the causal process suggested by Hayner (2001, 2010), suggesting 
that transitional justice may work indirectly. In particular, it may work by changing 
societal norms and individual-level beliefs and preferences in ways that make politi-
cal violence less likely.

The current literature tends to focus on efforts initiated by the state in which 
atrocities occurred, or those initiated by the international community. Yet unofficial 
or bottom-up institutions and processes also exist, both in cases where state actors 
have shown little interest in pursuing justice and alongside these top-down TJ 
mechanisms. These endeavors are often truth-telling initiatives and may be initiated 
by local communities or civil society organizations (Bickford 2007). Examples in-
clude Brazil’s Nunca Maís, Zimbabwe’s Breaking the Silence, and Northern Ireland’s 
Ardoyne Commemoration Project. If TJ works by influencing norms and preferences 
at the individual level, then these unofficial mechanisms may also be equipped to 
enact desirable change. Is the establishment of these unofficial mechanisms a devel-
oping trend in transitional justice or a small set of isolated cases? Where, when, and 
under what conditions are they established? What effects—if any—do unofficial 
TJ efforts have on postwar peace, human rights performance, or other outcomes 
of interest to the TJ community? Do these effects differ from those resulting from 
official mechanisms and, if so, why? What is the relationship between these ef-
forts and those initiated at the state level? These are interesting but as-yet unasked 
questions, and their answers seem likely to inform both scholars and policy makers 
focused on transitional justice.

If TJ works through changing norms and preferences, should studies of transi-
tional justice and human rights look beyond abuses perpetrated by the state? Other 
actors also abuse human rights; in the context of civil war, insurgents are especially 
likely to engage in civilian victimization (e.g., Kalyvas 2006; Eck and Hultman 
2007; Wood 2010). Does transitional justice implemented during ongoing conflict 
reduce human rights abuse by non-state actors? When implemented after war’s end, 
does it prevent rebel groups that oppose the state and engage in atrocities from re-
grouping or rearming in ways that lead to recurrent war? Broadening the scholarly 
focus beyond state-perpetrated abuse, and focusing also on non-state actors, may 
reveal new opportunities for transitional justice to beget positive change.

Next, in a conclusion they term the justice balance, Olsen, Payne, and Reiter submit 
that both trials and amnesties are essential to advancing human rights because “trials 
provide accountability and amnesties provide stability” (Olsen et al. 2010c: 980). Re-
sults also imply that truth commissions serve a positive role, but only when combined 
with trials and amnesties. This, again, is in line with Hayner; it echoes her claim that 
truth commissions are most effective when they lead to the implementation of ad-
ditional TJ mechanisms, and from there produce political and institutional reforms.

If TJ leads to political and institutional reforms, it seems likely to affect other war-
related outcomes, including many that are particularly relevant for those interested 
in the relationship between transitional justice and civil war. Can transitional justice 
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initiated during civil war reform institutions in ways that affect the severity of that 
war? Can such reforms affect the length of time that passes before the war ends, 
or influence whether that end comes via military victory or negotiated settlement? 
When implemented in the post-conflict environment, does transitional justice affect 
peace duration directly? Or might reforms affect the underlying mechanisms (greed 
and grievance, for example, or ethnic fractionalization) that lead to outbreak and 
relapse? Does TJ reduce violence, regardless of when it is implemented, by changing 
the decision calculus of state and rebel leaders (i.e., principals)? Might it also deter 
individuals on the ground (i.e., agents) from taking actions that prolong or renew 
conflict? Focusing on conflict-related effects of TJ other than its direct impact on 
recurrence, and particularly on effects resulting from political and institutional re-
forms, seems one promising avenue for future research in this area.

Note, too, that not all TJ mechanisms actually produce the kinds of reforms that 
seem likely to encourage postwar peace. Yet to a large extent, current work relies on 
binary indicators of the presence or absence of a given TJ mechanism. Those excep-
tions that exist tend to be additive indices of the number of institutions or processes 
operating in a given observation. In chapter 8 of this volume, Hartzell suggests that 
not all peace agreements are alike in determining the durability of peace. Similarly, 
transitional justice may matter not merely because it exists, but also because of how 
it is implemented (Wiebelhaus-Brahm 2010). Hayner suggests that specificity and 
international support affect TJ’s impacts. The transparency or perceived legitimacy 
and fairness of these institutions may also matter, as might any number of other 
measures of TJ quality. A small number of studies now underway move beyond a 
binary conceptualization of transitional justice (Loyle and Appel 2014; Miller 2014; 
Nichols 2014), and there remains much more to explore.

Finally, Snyder and Vinjamuri (2003/2004) conclude that TJ works only under 
specific conditions: trials contribute to ending human rights abuse only when peace 
spoilers are weak and the domestic justice infrastructure is already well established, 
and truth commissions have negligible or harmful impacts unless employed in coun-
tries where democratic institutions are already fairly well established. In addition, 
truth commissions often provide political cover for amnesties; whether formal or de 
facto, amnesties with effective political backing and institutions capable of enforce-
ment can help pave the way for peace. These suggestions are in line with Melander’s 
(2013) general claim that the effectiveness of transitional justice depends on the 
context in which it occurs, including the nature of political institutions.

Might context also condition the effectiveness of transitional justice for other out-
comes, including some that affect the prospects for postwar peace? Extant research 
on TJ’s impact on human rights is focused exclusively on state-perpetrated violations 
of physical integrity rights, but group rights—and particularly women’s rights—may 
also be affected in desirable ways. There is strong evidence of the link between gender 
equality and various facets of civil war. As women increasingly participate in society, 
economics, and politics, the likelihood of involvement in civil war declines (Caprioli 
2005; Melander 2005a). When paired with peacekeeping operations, female partici-
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pation in post–civil war society reduces the likelihood of renewed conflict within five 
years (Gizelis 2009). Female participation also reduces the risk of relapse to civil war 
(DeMeritt, Nichols, and Kelly 2014). Gender equality is linked to lower levels of the 
physical integrity abuse that so often precedes and occurs in the context of civil war 
(Melander 2005b). Given this set of results, does transitional justice affect women’s 
rights in ways that reduce the likelihood of civil war occurrence or recurrence? If 
so, is this a general effect or is it specific to certain TJ institutions or processes? Is 
it specific to TJ implemented under certain scope conditions? Clarifying the effects 
of transitional justice on civil war and human rights may mean pushing this line of 
inquiry past its current focus on physical integrity abuse.

CONCLUSION

Transitional justice has become increasingly common, and scholars have increasingly 
turned their attention to its outcomes and consequences. In line with this volume’s 
theme, I have generally focused on the state-level effects of transitional justice in the 
context of civil war. Simply put, and despite great strides forward in recent years, the 
state of our collective knowledge remains relatively weak. Few studies find that TJ 
has negative effects on civil war or postwar human rights, but evidence on whether 
its overall impact is desirable or negligible is mixed.

I argue that moving the empirical TJ literature toward consensus will require more 
careful attention to causal forces, which will also enable explicit decisions and state-
ments about scope conditions and how we operationalize key concepts. The pursuit 
of consensus is important and worthwhile, as scholarly insights have the potential to 
affect developing policy standards and practices. Current discussions of transitional 
justice are largely faith based rather than fact based (Thoms et al. 2010); moving 
toward the latter will enable scholars to make recommendations and offer advice to 
those who design and implement TJ but will be difficult in the absence of cohesive 
and coherent evidence.

As is true of any young literature, the empirical study of transitional justice is rich 
with untapped potential. In addition to the need for the reconciliation of existing 
evidence, there is a wealth of unasked questions about the various effects of transi-
tional justice. Some of these questions are already being engaged, but opportunities 
abound for new studies, and new scholars, with an interest in the relationships 
among transitional justice, human rights, and civil war.
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The strongest pattern in civil war is probably its gendered nature, meaning that 
men and women tend to assume different roles in civil war and that differences in 
the status of men and women in a society correlate strongly with aspects of civil 
war such as onset and recurrence. The gendered nature of civil war can be found on 
different levels of analysis. To give some examples, which will be discussed in more 
detail later in the chapter: on the individual level, the overwhelming majority of 
civil war combatants are men (Henshaw 2013, 2015; Thomas and Bond 2015); on 
the sub-national level, organizations engaged in contentious politics are less likely to 
use violence if they espouse a gender-inclusive ideology; on the country level, the 
countries with the smallest difference in the status of men and women are the least 
likely to experience civil war. Several studies show that the gendered nature pertains 
to the origins, dynamics, and resolution of civil wars. It follows that explaining this 
pattern should shed light on strong causal forces at work.

However, unless plausible theoretical arguments are given for why and how gender 
matters, any empirical associations are likely to be dismissed as spurious, random 
flukes, or flawed findings. For this reason this chapter will open with a presentation 
of the main theoretical arguments that have been offered for why gender matters for 
civil war. After the theory has been introduced, key empirical results concerning the 
gendered nature of civil war are presented. The section after that deals with alterna-
tive explanations implying that the gendered nature of civil war is spurious. Most 
research on civil war does not even consider gender as an alternative explanation or 
include measures related to gender as control variables. Implicitly, then, most civil 
war scholars dismiss the relevance of gender without engaging with the research. 
For the field to advance in this regard, a debate is needed in which the arguments 
related to gender are explicitly pitted against the alternative explanations, taking into 
account empirical patterns. The penultimate section of this chapter is intended as 
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a beginning of such a debate, in which alternative explanations are discussed. The 
chapter ends with avenues for future research.

THEORY

The World Health Organization defines gender as referring to “the socially constructed 
roles, behaviors, activities, and attributes that a given society considers appropriate for 
men and women,” whereas sex refers to “the biological and physiological characteristics 
that define men and women” (World Health Organization). This is useful, although 
the distinction between what is biological and physiological on one hand and socially 
constructed on the other is not always clear-cut. So why would gender equality be re-
lated to civil peace? The theoretical arguments can be divided into two categories. The 
essentialist argument holds that gender equality is related to civil peace because women 
are more peaceful than men, and when women are empowered in more equal societies, 
the more pacific women will influence political outcomes in a more peaceful direc-
tion. It is assumed that peacefulness is inherent in the essential nature of women. The 
constructivist argument, in contrast, explains the association between gender equality 
and peace by pointing to the intolerant and warlike norms that are strong among both 
men and women in gender-unequal societies. These norms are assumed to be socially 
constructed. Figure 12.1 is a scheme of the arguments.

At the top of the figure, there are headings indicating whether the explanatory 
factors in the boxes below are considered to be ultimate causes or proximate causes. 
Prominent work on the relationship between gender equality and peace draws on 

Figure 12.1. Theoretical Scheme



 Gender and Civil Wars 199

evolutionary biology and psychology, arguing that the ultimate causes of human 
behavior are to be found in natural selection (e.g., Hudson et al. 2009). Whereas 
humans cannot control how we have been shaped by evolution, it is possible to con-
sciously try to influence how much power is held by women. We can also question 
or promote different norms that prescribe appropriate behavior. The empowerment 
of women and normative changes are more proximate causes in the arguments link-
ing gender equality and peace. It is not necessary to go back so deeply in the causal 
chain as to invoke evolution in order to provide more ultimate causes for why gender 
matters for peace (Goldstein 2001, chapter 3). As will be discussed below, deep pat-
terns having to do with gender can be explained with reference to socioeconomic 
developments instead. In this connection, it should be noted that neither evolution 
nor socioeconomics imply deterministic relationships as far as gender is concerned. 
Rather, we find tendencies involving complex interactions and great variation among 
individuals.

ESSENTIALIST ARGUMENTS

The essentialist argument is built on an assumption that women are innately more 
peaceful than men, either because of upbringing and position in society, or because 
of biological difference. It is further argued that when women are empowered, this 
female peacefulness will impact on societal outcomes so that more civil peace results. 
In contrast, the constructivist argument assumes that socially constructed ideas about 
gender roles influence how conflict is dealt with, and as gender roles are redefined in 
the direction of increased equality between men and women, norms about conflict 
change as a result. In particular, as gendered norms about dominance and honor 
change, peace benefits. The essentialist and constructivist arguments are not mutually 
contradictory on logical grounds, and each may thus have some explanatory power 
(Tickner 1992, 1997; Caprioli 2000, 2005; Goldstein 2001; Melander 2005a).

In the essentialist argument, empowerment of peaceful women is hence the more 
proximate cause linking gender equality and more peaceful outcomes. Numerous 
studies show that women tend to have more peaceful attitudes than men (Frankovic 
1982; Smith 1984; de Boer 1985; Shapiro and Mahajan 1986; Fite, Genest, and 
Wilcox 1990; McGlen and Sarkees 1993; Togeby 1994) and that women play crisis 
games and behave in simulated negotiations in a less confrontational style than men 
(e.g., McDermott et al. 2007). Thus, there seems to be some support for the notion 
that women in general are more peaceful. A complication is that there are also studies 
that show that the gender gap in warlike attitudes goes away when attitudes to gen-
der equality are taken into account: both men and women who are more favorable to 
gender equality tend to hold more peaceful attitudes (Cook and Wilcox 1991; Tessler 
and Warriner 1997; Tessler et al. 1999; Brooks and Valentino 2011). This suggests 
that the gender gap is not about inherently peaceful women but about ideas about 
gender among both sexes. The essentialist explanation has also been questioned on 
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the grounds that it would seem unrealistic that the peaceful women should be able 
to substantially impact outcomes, given how male dominated the sphere of war and 
peace is (e.g., Bjarnegård and Melander 2013).

CONSTRUCTIVIST ARGUMENTS

In the constructivist argument, normative change among both men and women, 
and perhaps in particular among men, is the more proximate cause of peace. This 
argument is about how socially constructed gender roles, which may also in part 
be shaped by evolutionary forces, have consequences for tolerance and attitudes to 
violence. Two mechanisms through which gender roles influence war and peace can 
be identified: othering and honor culture.

Psychological studies show that almost from infancy, individuals notice three basic 
differences in people: age, gender, and race. Furthermore, the first adults that chil-
dren observe regularly interacting are their parents. The way men and women relate 
to each other therefore becomes the fundamental template for differentiating be-
tween groups of people, and to the extent that the father dominates and controls the 
mother, this model teaches the child that domination by one group over another is 
appropriate and normal. Much psychological research also shows that children who 
grow up in violent homes have a greater tendency to become violent themselves. In 
harshly patriarchal societies, the lives of women and girls are clearly less valued than 
the lives of men and boys, and it is argued that this kind of othering facilitates the 
dehumanizing of others, which is almost a precondition for war and genocide. On 
the other hand, Hudson and den Boer hold that “the first ‘other’ is always women, 
and if one can make peace with the first other without resorting to coercion, one will 
have a template in place to know how to do so with other ‘others’” (2012: 317). That 
is to say, when patriarchal dominance by men over women is reduced, the type of 
othering that breeds intolerance and violence is weakened, and more companionate 
marriages instead serve as templates for respectful and equal interaction with others 
(Hudson et al. 2009; Hudson and den Boer 2012; Hudson et al. 2012)

Honor culture refers to a system in which individuals are assigned status and right 
to precedence based on how well one lives up to a code of honor that entails deter-
ring or redressing affronts with violence for men, and chastity and family fidelity 
for women. Traditional ideals of manhood prescribe, at least to some extent, that 
men have a superior position relative to women and that men must be warlike and 
dominant. Real men are supposed to be tough, brave, resistant to pain, and able to 
steel themselves against the potentially weakening influences of soft emotions. For 
men, violence or the threat of violence is an appropriate response to affronts, and 
men who back down lose honor and status. Moreover, the male privileges vis-à-vis 
women are linked to their role as warriors or potential warriors, and these privileges 
tend to be seen as natural. A man of honor is also expected to act as the head of 
the family and to guard over the chastity of female family members. Women tend 
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to espouse and perpetuate this understanding of what manhood means. This honor 
culture, although present to some degree in all societies, is changeable. Furthermore, 
individuals, both men and women, differ with regard to how much they accept 
traditional honor culture or, rather, adopt more modern and less warlike and op-
pressive ideals. Hence, this argument implies that individuals who embrace a more 
traditional honor culture should hold more warlike attitudes as well as attitudes that 
men should be privileged vis-à-vis women, both in society and in the home. Also, 
societies with stronger honor culture should as a consequence be more violent and 
warlike (Tickner 1992, 2001; Enloe 1993; Gibson 1994; Nisbett and Cohen 1996; 
Gill 1997; Goldstein 2001; Pin-Fat and Stern 2004).

SOCIOECONOMIC FACTORS

As figure 12.1 illustrates, both the essentialist and the constructivist arguments are 
compatible with and draw on more ultimate causes for why women supposedly are 
more peaceful than men and why gendered othering and honor culture exist, re-
spectively. These ultimate causes can be found in socioeconomic developments and 
in evolutionary psychology. The socioeconomic explanations do not depend on the 
evolutionary arguments, but they are generally compatible. That is to say, there are 
socioeconomic explanations for why women would be more peaceful than men, and 
for why gendered othering and honor cultures exist. Likewise, there are evolution-
ary explanations for why women would be more peaceful than men, and for why 
gendered othering and honor cultures develop.

A socioeconomic argument for why women would be at the same time more 
peaceful than men, and subordinated to men, can be made as follows. Because 
women have less power and privilege than men, wars and other forms of organized 
violence tend to be decided upon by men and benefit men primarily. Women can 
therefore become a peaceful influence if empowered. Because of gender roles, women 
are furthermore trained to deal with conflict in a less confrontational way than men. 
Proponents of this line of reasoning do not claim that these differences between 
men and women are deterministic, but instead talk about more or less pronounced 
tendencies. The socioeconomic reasons for why women are subordinated to men, 
and for traditional gender roles, relate to social consequences of the different repro-
ductive roles of men and women. Where fertility rates and infant mortality are high, 
life spans are short, and where there are few safe alternatives to breastfeeding infants, 
women tend to spend a large part of their adult lives either pregnant or breastfeeding 
infants. This has been the pattern up until relatively recently, and it is still the case in 
the poorest societies. Men have been much freer in this regard, and hence able to ac-
crue advantages in the public sphere, including consolidating a hegemonic ideology 
legitimizing male superiority. Having many (surviving) children used to be a means 
for the family patriarch to leverage power and secure his old age. Although these pat-
terns are pervasive, they also change: when life spans increase, infant mortality rates 
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go down, and wealth becomes delinked from the number of children, lower fertility 
rates leave room for women to be more than mothers at the same time as the role 
of the male patriarch becomes less functional and dominant (MacInnes 1998). This 
line of reasoning invoking socioeconomic developments to explain why societies 
with less oppression of women are more peaceful does not require any assumption 
about women being inherently more peaceful than men in terms of biologically 
inherited predispositions. The most common perspective is that these differences, 
instead, are socially constructed and can develop relatively fast when constraints and 
opportunities change (Hudson and den Boer 2012).

Also, the evolutionary argument for why gender equality is related to civil peace 
eschews determinism and instead refers to tendencies and changing patterns. Evo-
lutionary biology and psychology take note of the many patterns that recur in some 
recognizable form in almost all known human cultures, such as the gendered nature 
of war, invoking natural selection to explain why these patterns can be found to some 
extent almost everywhere. Yet evolutionary forces only predispose males and females 
to particular behaviors under certain conditions. Humans of both sexes are prone to 
both aggression and cooperation, both cruelty and altruism, and so on, depending 
on the circumstances. Evolutionary-derived predispositions are shaped by culture, in 
which changes occur much faster than in evolution. Despite the existence of human 
universals, and striking patterns regarding masculine ideals, male privileges, and so 
on, culture can be seen as more important for understanding human behavior today, 
even in an evolutionary perspective.

The evolutionary argument revolves around the different reproductive roles of 
males and females. Because of pregnancy and breastfeeding, females inevitably have 
a higher initial investment in producing offspring than men. A basic evolution-
ary principle is that the sex with higher parental investment becomes a limiting 
resource, and the other sex therefore competes more intensively for reproductive 
access. Furthermore, a consequence of internal female fertilization is, in the words 
of Lord Kilbrandon, that “maternity is a matter of fact, paternity one of mere infer-
ence” (cited in Potts and Hayden 2008: 58). It follows that sexual jealousy has been 
selected for more strongly among men than among women. Higher female parental 
investment and paternity uncertainty result in sexual conflict. Intense male competi-
tion for reproductive partners and male control over female sexuality are accordingly 
evolutionary-favored adaptations that can be found in most known cultures. The 
great majority of traditional cultures are patrilocal, meaning that after marriage, the 
wife moves to her husband’s household. As a consequence, women tend to be at a 
disadvantage relative to their husband in terms of availability of kin, whereas the 
men are more closely related. These conditions are conducive to male-male alliances 
that cooperate in controlling women and warring against outgroup male coalitions. 
Whereas a male-dominant hierarchy structure dampens male-male competition 
within the group, competition for status has nevertheless been particularly impor-
tant for reproductive success for males. For these reasons, evolution has selected for 
a predisposition among men to strive to be (or be perceived to be) fierce, so as to 
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deter affronts and gain status and be controlling in relation to women, loyal to male 
kin (or perceived kin), and ruthless toward outgroup male competitors. Hence, it is 
possible to provide evolutionary arguments for why a culture of honor develops, in 
which men must prove their manhood by acting tough and warlike.

To summarize, socioeconomic developments and evolutionary forces provide expla-
nations for why gender should be related to patterns of war and peace. Three more 
precise arguments were identified, which are compatible with both types of explana-
tions. First, women may be more peaceful on average than men. Second, when, in 
patriarchal societies, men in the family dominate women, this oppressive othering 
serves as a template for how other “others,” such as political opponents and ethnic and 
religious minorities, are treated. Third, honor culture trains men that violence is the 
appropriate way of dealing with affronts and proving one’s manhood. The proximate 
causes condition these three mechanisms. Empowerment of women enables the more 
peaceful women to impact outcomes in a more peaceful direction. Changing norms 
regarding gendered othering and honor culture influence both men and women, and 
perhaps in particular men, to be less warlike in their attitudes and behaviors.

EMPIRICAL RESULTS AT THE  
INDIVIDUAL LEVEL OF ANALYSIS

Civil war is a subcategory of the broader phenomenon of war, which also encom-
passes interstate wars. War in general is extremely gendered with regard to the 
identity of participants. Most strikingly, Goldstein assesses that less than 1 percent 
of all warriors throughout history have been women (2001: 10). There are reasons 
to believe that the rate of female participation is higher in civil war than in interstate 
war, but as will be discussed below, the empirical evidence shows that the actual 
fighting in civil wars is overwhelmingly done by males. At the same time, many 
women have participated in different capacities, including in combat roles, in nu-
merous civil wars, and this female civil war participation has often been downplayed 
and overlooked. Both of the patterns, that most warriors are men and that female 
participation in fighting has been overlooked, are telling and speak to the peculiar 
gendered nature of civil war and the study of civil war.

The skewed distribution of male and female civil war combatants can hardly be 
explained by innate qualities of the biological sexes that would make men suitable 
for the warrior role and women unsuitable. There is an abundance of evidence that 
women can be extremely capable fighters, and if those individuals who are the most 
suitable filled the ranks of civil war fighters, the distribution between men and 
women would be much closer to fifty-fifty. Clearly something else is going on in 
addition to innate differences between the sexes in terms of warrior qualities (Gold-
stein 2001).

A handful of studies use statistical methods of inference to test for generalizable 
explanations for why some individuals take up arms in situations of civil conflict 
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or genocide, while most people do not. It is perhaps unsurprising but nevertheless 
striking that the male sex turns out to be an extremely strong predictor of participa-
tion in civil conflict violence. Yet gender is typically treated merely as a necessary 
control variable, and no explanations are offered or tested for why men are so much 
more prone to civil-conflict violence than women (e.g., Verwimp 2005; Humphrey 
and Weinstein 2008; McDoom 2013). The strongly gendered nature of the use of 
violence in civil conflict is seemingly taken as a given and in need of no explanation. 
But if the male sex is the strongest individual-level predictor of use of violence in civil 
conflict, this cries out for an explanation.

Henshaw (2013, 2015) has carried out the most ambitious study of the extent to 
which men and women, respectively, participate in civil conflict. She maps female 
participation in a random sample of seventy-two rebel groups active between 1990 
and 2008. In more than two-thirds of the rebel groups, the active combatants (i.e., 
those participating in direct armed attacks) are exclusively male. In groups with fe-
male direct participation in fighting, male active combatants outnumber the women. 
The male numerical dominance is less pronounced, but still strong, when female 
insurgents who fulfill other roles than direct participation in armed attacks are taken 
into account. It is reported that if taking into account females participating in all 
capacities, several exceptional rebel movements may have somewhere between almost 
one-third to almost one-half female participation (e.g., the Tamil Tigers of Sri Lanka, 
the Communist Party of Nepal, Farabundo Martí National Liberation Front of El 
Salvador, and the Revolutionary Armed Forces of Colombia). The data collected 
by Henshaw thus show a very strong male overrepresentation in participation in 
rebel groups, which is particularly pronounced for active participation in combat 
and leadership roles (see also Thomas and Bond 2015). Thus, participation remains 
extremely gendered in contemporary civil conflict.

At the same time, the decision of many women to take up arms or join an armed 
group needs to be explained and cannot be assumed away as a matter of their merely 
following males. In an early study of women’s agency in civil war fighting, Mason 
(1992) argues that women joined the leftist guerrillas of El Salvador and Nicaragua 
for the same basic reasons as the male guerrillas, namely, economic hardships and re-
gime repression. Mason stresses that many of these women were mobilized indepen-
dently of their spouses and did not simply follow them to the hills. Henshaw (2013) 
points out that her data show that female participation in rebel groups is “much 
greater than what is recognized by current scholarship” (8), and she identifies and 
addresses an important and overlooked variation in need of explanation, that some 
rebel groups attract large numbers of female participants while other groups attract 
none or very few. Her study presents several findings on what differentiates rebel 
groups with female participation from other rebel groups. For example, rebel groups 
with a leftist, redistributive ideology along Marxist or socialist lines are more likely to 
have female participants. She also situates her study in a discussion of scholarly work 
suggesting that female combatants may be undercounted because they are pressured 
to deny their participation, and that female combatant participation is minimized 
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both in the social context in which it occurred as well as in research (Sharlach 1999; 
Enloe 2000; Sjoberg and Gentry 2007; MacKenzie 2009, 2012; McEvoy 2009).

Indeed, it seems that both among people embroiled in war or preparing for war 
and among many students of war, there is an unstated assumption that fighting is a 
male thing and that this is the natural order and the way it should be. Clearly this has 
more to do with imagined differences in warrior qualities and beliefs about proper 
gender roles than any actual differences between men and women with regard to 
the capacity to become a warrior. The extent to which war fighting is unreflectively 
treated as a male sphere shows the strength of warrior masculinity, that is, the notion 
that war, preparation for war, and warlike behavior is what being a real man is per-
ceived to be about, and also what distinguishes real men from the contrast category 
of submissive and nursing women. Indeed, recognizing the capacity of women to 
fight, and the actual track record of women fighters, threatens to undo the ultimate 
test of manhood, which is also the way men are goaded into becoming warriors: 
real men prove their worth and gain precedence by acting warlike and tough so 
that the weak women are protected (which often entails control by the men). This 
concern is reflected in this quote by a U.S. Marine Corps general on the effect of 
female participation in combat: “War is man’s work. . . . It would be an enormous 
psychological distraction for the male who wants to think that he’s fighting for that 
woman somewhere behind, not up there in the same fox hole with him. It tramples 
the male ego. When you get right down to it, you’ve got to protect the manliness of 
war” (cited in Enloe 1993: 153–54).

Naturally, the gendered nature of civil war is reflected also in patterns of victim-
ization. This is yet another issue on which we do not have complete data, but from 
different fragments of information, several distinct patterns emerge. When data dis-
aggregated by gender are available, men turn out to be the overwhelming majority 
of those killed and injured by direct violence (Obermayer et al. 2008). For example, 
99 percent of the combatants killed in the war in Bosnia-Herzegovina in 1992–1995 
were male, as were 78 percent of the civilians killed (Zviwezchowski and Tabeau 
2010). The wound database of the International Red Cross covers all patients admit-
ted to Red Cross hospitals in a number of conflicts from several continents. Out of 
18,877 individuals wounded by bullets, fragmentation munitions, or mines, men 
aged 16–49 constituted 74 percent (Coupland and Samnegaard 1999). Given that 
most of the actual fighting in civil wars is done by males, it is to be expected that 
most of the combatant victims are male as well. But as the numbers above illustrate, 
men seem to suffer more from direct violence also among noncombatants. Conflict-
related sexual violence is an exception and a form of direct violence in which women 
are the majority of the victims. The problem with lack of reliable data is even more 
pronounced when sexual violence is concerned because of the stigma and shame often 
experienced by victims. This stigma and shame may be stronger for male victims and 
hence underreporting may be even greater for men than for women (Solangon and 
Patel 2012). A few studies investigate the extent to which both men and women were 
victims of sexual violence in armed conflict. For example, survey results representative 
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of the Liberian adult population in 2008 show that 9.2 percent of the noncombatant 
women and 7.4 percent of the noncombatant males had experienced sexual violence. 
Among combatants, the rates were much higher: 42.3 percent of the combatant 
women and 32.6 percent of the men (Johnson et al. 2008). In a survey representative 
of the adult population in territories of the eastern Democratic Republic of Congo, 
18 percent of the women reported having been raped compared to 4 percent of the 
men (Johnson et al. 2010). In recent years, several important studies have been pub-
lished on conflict-related sexual violence (e.g., Cohen 2013a, 2013b; Cohen, Green, 
and Wood 2013; Cohen and Nordås 2014; Wood 2006a, 2006b, 2009).

Several studies deal with indirect suffering from civil war. Ghobarah et al. estimate 
that at least as many people die during the first postwar years as during the years 
of fighting because of lingering consequences, many of which seem to be gendered 
(2003). In this vein, Urdal and Che find that maternal mortality rates are elevated 
in conflict countries (2013). Plümper and Neumayer (2006) conclude that indirect 
negative consequences of civil war affect women more than men. However, Iqbal 
(2010) finds that whereas there is a negative effect of war on male life expectancy, no 
negative effect can be found on female life expectancy of war. Men and women are 
forced to become refugees to roughly the same extent. UNHCR reports that “over 
the past 10 years the total number of male refugees has consistently been slightly 
higher than the total number of female refugees.” (UNHCR: 51)

While most combatants are male, it is at the same time true that most men never 
mobilize for war and instead remain civilians (cf. Kidron and Smith 1991: 33). For 
example, the male population of Afghanistan aged 15 to 54 is almost 8.4 million. A 
recent estimate puts the number of Taliban insurgents at over 60,000 (Dawi 2014), 
whereas the forces on the government side numbered just over 360,000. These 
numbers suggest that not much more than 5 percent of the Afghan males of military 
age can be active combatants in that ongoing civil war. Carpenter discusses how and 
why it has become common to essentialize the civilian/combatant distinction, so 
that men are associated with combatants and women and children with civilians, 
despite the fact that most men never mobilize for war while some women do. When 
studying civil war, we must be able to see both the gendered nature of war and avoid 
oversimplifying proxies such as equating “women and children” with civilians. Civil-
ian adult men, child soldiers, and women combatants are all made invisible with 
this trope (2005).

EMPIRICAL RESULTS AT THE  
SUB-NATIONAL UNITS OF ANALYSIS

Asal et al. seek to explain why some organizations engaged in contentious politics 
chose violent tactics, nonviolent tactics, or a mix of both, specifically investigat-
ing the effect of an organization’s ideology relating to gender. In a sample of 104 
ethno-political organizations in the Middle East, they find that organizations with a 
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gender-inclusive ideology are much more likely to engage in protest and less likely to 
use a violent or mixed strategy compared to other groups. With regard to theory, the 
authors state that “Much of the feminist literature . . . suggests that gender-inclusive 
ideologies should make organizations more peaceful” and that “theorists argue that 
the choice of violence is related to patriarchal attitudes, while the choice of non-
violent resistance is explicitly connected to a feminist perspective” (308). It is not 
clearly stated, however, what the theoretical explanation is for why gender-inclusive 
ideology is associated with nonviolent tactics, and why and how patriarchal attitudes 
lead to violence. One has to go to the cited works to find out what causal mecha-
nisms the authors found plausible and relied on to formulate their hypothesis. The 
authors’ selection of cited works gives the impression that they agree with the analysis 
that patriarchy leads to violence through othering and its concomitant fostering of 
violent domination. There is no indication that the authors believe that participation 
by inherently peaceful women in itself influences organizations to be less violent. 
Instead they emphasize that “there is a world of difference between a movement that 
includes women, while still advocating policies that may prove damaging to women’s 
interests in the long run, and one that actively advocates for their inclusion” (308). It 
seems clear that the authors rely on a constructivist view on gender and peace rather 
than the essentialist perspective, but this kind of work probably needs to spell out 
the theoretical argument more fully in order to seem convincing to readers who are 
not familiar with gender theory.

EMPIRICAL RESULTS AT THE  
COUNTRY LEVEL OF ANALYSIS

Before research on the causes of civil war began to use statistical methods to test 
for associations derived from gender theory about a decade ago, a number of cross- 
cultural studies drawing on anthropological research examined whether pre-indus-
trial societies with more inequality between men and women were more warlike. The 
distinction between civil war and interstate war does not apply directly to pre-state 
societies, but in this context, it is nevertheless relevant to note that a review of the 
cross-cultural anthropology studies concludes that “overall, women’s low status cor-
relates somewhat with frequent warfare” (Goldstein 2001: 397). The idea guiding 
the study of gender and civil war onset is similarly that countries with a lower status 
for women should be more prone to civil war. A challenge for these studies is in 
coming up with measures of the relative status of women that are available for most 
or all countries of the world and for long periods of time, since onset of civil war 
is quite rare and statistical tests aiming to parse out the effects of different but cor-
related explanatory factors require many observations and a good deal of variation in 
the dependent variable. This has necessitated the use of rough proxy measures, and 
most studies use several alternative measures for gender equality to compensate for 
the potential weaknesses of the individual measures.
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In her pioneering study, Caprioli (2005) uses two different proxies for gender 
equality, namely, fertility rate and female labor-force participation. The dependent 
variable is the incidence of intrastate armed conflict, and her models take into ac-
count prior conflict and the length of any preceding peace spell, among several other 
control variables. Higher fertility rates and lower female labor-force participation 
significantly predict intrastate armed conflict.

In line with her previous work on gender and interstate conflict (2000), and 
building on a large, cited feminist literature, Caprioli discusses two main theoretical 
arguments for why gender equality matters for civil conflict. She argues that gender 
inequality amounts to cultural violence and norms that legitimize violence, and that 
militarization of masculinity feeds into a gendered nationalism that helps mobilize 
people to fight other groups. Clearly Caprioli draws primarily on a constructivist 
perspective.

Melander (2005a) tests for the effect of three independent variables: (1) an indica-
tor of whether the highest leader of a state is a woman; (2) the percentage of women 
in parliament; (3) the female-to-male higher education attainment ratio. The depen-
dent variable is an ordinal measure taking the values of no intrastate armed conflict, 
minor intrastate armed conflict, and full-scale civil war, and the models include a 
lagged dependent variable (as well as numerous controls) so that what is explained 
is change in the level of intrastate armed conflict. Melander finds no effect of the 
female leadership indicator but strong pacifying effects of the other two measures of 
gender equality. Melander also tests for interaction between democracy and female 
parliamentary representation and finds that the pacifying effect of gender equality in 
parliament is greatest in democracies.

The theoretical framework draws on the distinction in Caprioli (2000) and the 
feminist literature cited above in identifying ways in which gender equality may in-
fluence civil conflict, namely, empowerment of more peaceful women (the essential-
ist argument), othering, and militarized masculinity (the constructivist argument). 
That female leadership has no effect, also when parsing out the potential effect of 
female leaders who came to power for dynastic reasons, could be interpreted as sug-
gesting that the constructivist argument fares better than the essentialist argument, 
although the number of observations in which the highest leader of a state was a 
woman is low. The study concludes that although the effect of gender equality is 
evident, the results do not provide grounds for concluding whether the essentialist 
or the constructivist argument has more explanatory power.

Gleditsch et al. (2011) find that an index representing the degree to which 
women’s equal political, social, and economic rights are respected in a country is 
significantly associated with a lower risk of civil war onset. The authors also examine 
the effect of polygyny, since a previous study claimed to have found a strong relation-
ship between polygyny and civil war (Kanazawa 2009). Gleditsch et al. conclude that 
their results are difficult to reconcile with a claim about “civil war emanating from 
reproductive frustration in polygynous groups,” and instead emphasize how socially 
constructed gender roles legitimizing violence provide a more plausible explanation.
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DeMeritt et al. (2014) investigate whether the peace following terminated civil 
wars is more likely to hold when female participation is higher in different spheres of 
society. They find that two measures of gender equality are associated with a reduced 
risk of civil war relapse, namely, the female-to-male literacy rate and female parlia-
mentary representation. Contrary to the some of the other results presented here, 
they find that female labor force participation predicts an increased risk of relapse. 
Like most works reviewed above, DeMeritt et al. invoke both the essentialist argu-
ment and the constructivist arguments to motivate their hypotheses.

Gizelis (2009) studies the prospects for peacebuilding success using a dependent 
variable that reflects avoiding conflict relapse as well as meeting democratic stan-
dards in societies emerging from civil conflict. She finds that there is a statistically 
significant interaction between the female-to-male life expectancy ratio and United 
Nations peacebuilding operations, so that UN peacekeeping is much more likely to 
succeed in societies in which the status of women is higher before the onset of the 
civil war. In line with previous research, Gizelis refers to both the essentialist argu-
ment and the constructivist argument. She adds that gender equality entails higher 
social capital in that the traditional exclusion of competent individuals who are 
women is diminished, and that peacekeeping forces thereby gain more effective local 
partners. Interestingly, Gizelis notes that her argument does not require that equal 
societies be more peaceful, and she stresses that “higher social capital and domestic 
capacity could also make countries or communities more able to organize collective 
violence” (509). This suggests that in line with a constructivist perspective, the effect 
of female participation is not hardwired but depends on the context.

ALTERNATIVE EXPLANATIONS

In 2004, Paul Collier and Anke Hoeffler published their famous article “Greed 
and Grievance in Civil War.” They contrasted two arguments explaining civil war: 
rebellions are caused by atypical opportunities for building a rebel organization or 
by atypically severe grievances. Using proxy measures that they admit are open to 
different interpretations, the authors conclude that “the grievances that motivate 
rebels may be substantially disconnected from the large social concerns of inequality, 
political rights, and ethnic or religious identity” (2004: 589). This study generated 
enormous interest and has been cited more than four thousand times. The follow-
ing year, Mary Caprioli published the first quantitative study on the relationship 
between gender equality and civil peace. Using two proxy measures for gender equal-
ity, she concluded that “states characterized by gender inequality are more likely to 
experience intrastate conflict” (2005: 161). She also noted that “the insignificance of 
average GDP per capita growth rate suggests that poverty or growth rates whether 
negative or positive are not in themselves a predictor of internal violent conflict 
without gendered structural violence supporting norms of violence” (174). Except 
for those studies aiming to test hypotheses derived from feminist theory, only a 
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handful of studies on civil conflict and related phenomena have cited these findings. 
As a rule, mainstream research on civil war does not consider gender equality as an 
alternative explanation and does not include measures of gender equality as control 
variables. The study of civil war would benefit from a debate and accumulation of 
studies on which explanatory factors that may conceivably cancel out the findings 
on the effects of gender equality. This section briefly discusses a few alternative ex-
planations.

It could be that the association found between gender equality and peace is spuri-
ous in that both phenomena may be driven by some larger normative change entail-
ing that violence and domination in general is viewed as less acceptable. It should be 
acknowledged that in any observational study, the possibility always exists that some 
third factor would explain away the findings if taken into account. But a general 
objection of such a sweeping and unspecified character carries little weight unless 
that potential third factor supposedly driving a general normative change devaluing 
violence can be specified theoretically, operationalized, and then shown empirically 
to make the relationship between gender equality and peace go away. A second 
problem with this objection (that there might be a larger normative change that the 
studies on gender do not capture) is that it comes close to being circular: violence 
in general becomes less common because violence in general becomes less popular. 
In contrast, the arguments tested in the reviewed studies imply an empirical associa-
tion between two quite different phenomena: gender equality and peace. Hence, the 
gender argument is far from circular or tautological.

A related possible objection is that measures of gender equality actually tap into 
economic development in general, and that the tests pick up a causal relationship 
between development and peace, rather than between gender equality and peace. 
However, the reviewed studies each control for one or several standard measures of 
development, and the variables reflecting gender equality are statistically significant, 
whereas the measures of development often are not. The onus is therefore on the 
skeptics to present the correct, and theoretically justified, measure of development 
and to demonstrate that the relationship between gender equality and peace no lon-
ger exists when a superior measure of development is used.

At the same time, and as previously noted, it seems highly likely that various 
aspects of development, such as changes in means of production and technological 
innovations, are important drivers of gender equality. This means that development 
causes gender equality, which in turn causes peace. Gender equality would then be 
the mechanism through which development impacts peace. This is an interesting 
possibility, but the reviewed results also show that the pacifying effect of gender 
equality cannot be reduced solely to development having an indirect effect through 
gender equality since the measures of gender equality remain significant when con-
trolling for measures of development. Instead, in several of the studies, development 
in general seems to have no direct effect on peace when gender equality is taken 
into account. A vague speculation that the relationship between gender equality and 
peace would be entirely driven by development in some form can of course be cor-
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rect nevertheless, but it lacks empirical support so far. That is to say, no large study 
has been published that demonstrates that gender equality can be crowded out as a 
significant predictor of civil peace by development indicators. At the very least, and 
given the record of published studies, it seems reasonable that gender equality would 
have a pacifying effect, given equal levels of economic development. For example, 
contraceptive pills may become available at a low cost as a consequence of economic 
development, but men may refuse women the freedom to use them. Such differences 
in the treatment of women, given equal levels of economic development, should, ac-
cording to the theoretical arguments dealt with in this chapter, be related to peace, 
and if this is so, gender equality and economic development would be complemen-
tary and partially overlapping drivers of peace.

Whereas development in the study of civil war typically is conceived of as a 
societal-level variable, alternative explanations operate also on the individual level. 
In particular, honor ideology may correlate with conservatism and social dominance 
orientation (SDO), and either of these two variables may explain both the variation 
in honor ideology as well as proneness to violence, so that any association on the 
individual level between honor ideology and violence would be spurious. Scruton 
defines conservatism as “the political outlook which springs from a desire to con-
serve existing things, held to be either good in themselves, or better than the likely 
alternatives, or at least safe, familiar, and the objects of trust and affection” (90). 
Individual-level measures of conservatism (other than those that simply rely on self-
identification) are based on the notion that conservatism consists of resistance to 
change and endorsement of inequality (Wilson and Sibley 2013). Given these views 
of conservatism, it is hard to see the logic that would predispose conservatives to take 
up arms in civil conflicts more often than other people. Sometimes militaristic views 
are considered to indicate conservatism, or to be part of the definition of conserva-
tism, but in this context, that only muddies the water: including the endorsement 
of violence in the definition or measurement of conservatism brings dependent and 
independent variables closer to each other by definition or measurement, and gives 
no explanatory leverage. What is more, conservatism is mute with the regard to the 
gendered pattern of war. If conservatism were the main cause of violent participa-
tion in civil conflict, then we would expect to see almost as many female and male 
combatants (since women are only a little less conservative than men). The fact that 
warriors traditionally have been men does not help the conservatism explanation 
but only begs the question of why this tradition has evolved in the first place, which 
again cannot be explained by invoking conservatism. Granted, individuals who are 
more conservative tend to be less favorably disposed to equal rights for women, but 
again conservatism is no explanation for why power, war, and political violence are 
coded masculine.

The same argumentation can be used to counter the possibility that SDO pro-
vides a better explanation for the pattern of gender equality correlating with civil 
peace. SDO is an individual-difference variable that captures “a general attitudinal 
orientation toward intergroup relations, reflecting whether one generally prefers such 
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relations to be equal, versus hierarchical, that is ordered along a superior-inferior di-
mension” (Pratto et al. 1994: 742). Social dominance theory provides an explanation 
for why a lot of people would like to discriminate against and dominate other groups 
but does not explain the gendered nature of war and political violence. There is a 
weak, or at best moderately strong correlation, between sex and SDO, meaning that 
men tend to have higher SDO than women, but this moderate difference can hardly 
explain the overwhelming male dominance in war and violence in general. Also, 
SDO provides no explanation for the human universal that men dominate women, 
and not the other way around. Hence, invoking SDO cannot negate the need for 
theory that explicitly deals with the gendered nature of war and power.

It seems reasonable to expect that individuals who espouse honor culture and 
othering tend to be high on SDO, and conservatives more often than not, because 
of the overlapping element of endorsing inequality. But there is no theoretical logic 
that would entail that conservatism or SDO explains individual-level participation in 
civil conflict better than honor ideology and othering, nor can conservatism or SDO 
explain the gendered nature of war and violence. The exact interrelationship between 
honor ideology, conservatism, and SDO is an important area for future research.

The preceding pages exemplify how one may begin to contrast and evaluate dif-
ferent competing (or complementary) explanations for the empirical regularities that 
have been found concerning gender and civil war. It seems certain that more engage-
ment of this type with the arguments and empirics will be useful even if agreement 
or consensus on the relationship between gender and civil war should remain elusive.

AVENUES FOR FUTURE RESEARCH

A key challenge in the research on gender and civil war is in developing tests that are 
closer to the operation of the theorized causal mechanisms. This entails making the 
theoretical arguments more precise as well. Exactly how do empowered women effect 
change in processes of conflict formation, mobilization, escalation, de-escalation, 
resolution, and prevention? How, more precisely, does gendered othering result in 
more civil conflict, and how does reduced othering translate into civil peace? What 
is the exact relationship between honor cultures and civil conflict at the level of the 
society or culture, and how does individual adherence to honor culture result in 
civil-conflict participation? Future research should try to establish whether the causal 
mechanisms indeed are at work as the more coarse tests carried out so far imply. 
When developing new tests, researchers should aim to be able to distinguish between 
the impact of empowered peaceful women, othering and honor culture, and the new 
arguments that will be developed.

Much leverage on the gendered nature of civil war can probably be gained by con-
ducting more research seeking to explain relevant variation in individual-level depen-
dent variables such as participation in civil conflict or peacemaking. Such research 
is in many ways more demanding and sensitive than the kind of studies reviewed 
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in this chapter, but such a development would be in line with the current boom 
in micro-level studies on issues of peace and conflict. For example, unpublished 
research suggests that adherence to honor culture is an individual-difference variable 
that can be measured in surveys, and that predicts the use of violence in contentious 
politics. Bjarnegård et al. (2014) carried out a survey in Thailand in 2012 of both a 
nationally representative sample and a special sample of hardcore political activists. 
The authors show that self-reported political violence (bringing a weapon to a politi-
cal protest, using a weapon, or causing material damage) is significantly and strongly 
predicted by the interaction of an index measuring patriarchal values (male privilege 
and dominance in society as well as in the family, extending to control over female 
sexuality) and a question measuring the ideal of male toughness (a man shouldn’t 
show emotions and weakness). This result holds also in the nationally representative 
sample when the sampled activists are removed. This is potentially an important step 
forward in that previous research on the role of gender attitudes has identified effects 
on other attitudes (e.g., militarism) or behavior outside the realm of participation in 
political violence (e.g., street crime, sexual violence in peacetime).

A methodologically more ingenious example, but in the context of interstate 
conflict, is an unpublished study by Dafoe and Caughey (2012). Previous research 
has identified the American South as a case of honor culture. The authors treat 
the haphazard variation in the cultural backgrounds of U.S. presidents as a natural 
experiment and analyze the effect of a southern background on U.S. behavior in 
international militarized disputes. Using matching and taking into account other 
characteristics, they find that disputes under southern presidents are approximately 
twice as likely to involve U.S. uses of force. This study shows that the effects of 
honor culture on military conflict can be studied at the level of the highest decision 
maker of a state.

Another important area for future research is endogeneity and reverse causality. 
It is conceivable that gender inequality, and in particular the militarized masculin-
ity of honor cultures, is the consequence of experiencing war and turmoil and the 
concomitant need to foster warriors. One way in which studies could be designed 
to get at this problem on the individual level of analysis is suggested by a study of 
determinants of value change among Swedish soldiers deployed to Afghanistan (Sun-
dberg 2016). The author surveys the same soldiers before and after deployment, and 
also exploits the largely haphazard variation in combat exposure during deployment, 
to investigate how the experience of war influences personal values. The results show 
that although combat exposure increases the probability of value change, the over-
all conclusion is that values tend to remain stable. This study does not investigate 
gender values or honor culture, but the unusual research design and the result that 
personal values tend to be resilient are relevant.

A general challenge for the research on gender and civil war is how to deal with 
the gendered nature of civil war without blinding oneself to relevant variation and 
falling prey to oversimplifications. For example, the pattern that active combatants 
in all war, including civil war, tend overwhelmingly to be male has, on the one 
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hand, been ignored or taken for granted. This means that the many women who 
have participated as active combatants are overlooked or defined away as uninter-
esting in research. In practice, female combatants have, as mentioned above, been 
actively pressured to deny their experience and discriminated against in post-conflict 
situations. This has of course been very detrimental to advancing our deeper un-
derstanding of war, and not the least to the women affected. In practical work, it is 
essential to see the needs and capabilities of individuals regardless of sex. The agency 
of women in various capacities in civil war is clearly underresearched. At the same 
time, the strongly gendered nature of civil war seems to hold also with a more nu-
anced and less stereotypical view of female agency. Hence, a full understanding of 
the phenomenon of civil war requires explanations that can account for the gendered 
nature of civil war. Theories are needed that are nuanced enough to deal with this 
kind of complexity.
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Since Paul Collier and Anke Hoeffler (1998) suggested nearly twenty years ago 
that economic incentives were a major determinant of civil wars, the exploration of 
possible links between natural resources and conflict has grown dramatically. Given 
the prevalence of intrastate violent conflicts in the post–Cold War world, interest in 
this possible relationship has grown all the more, leading to major investments in 
research by the World Bank and other international organizations. As it has grown, 
however, scholars have collectively accumulated a mass of conclusions that some-
times contradict one another. This lack of consensus makes it difficult to extract 
solid implications, with a majority of researchers finding a positive link between 
resources and conflict, but a sizable minority either finding no relationship or a 
negative (conflict-reducing) role.1 The growing divergence of conclusions warrants 
some stocktaking, for two reasons. First, the question of whether or not there exists 
a “resource curse” is a major one in the social sciences, and its scope extends well 
beyond the study of civil war to tracing the determinants of long-term economic de-
velopment, the prospects for democracy, and broader political stability. Second, this 
is a widely important substantive question in international politics. Just within one 
“resource,” in the global oil sector, there are at least fifty states that can be classified 
as major oil producers (Ross 2012: 20–21). One-quarter of the world’s independent 
states falling into the “resource-rich” category, based on just one nonrenewable re-
source, merits close attention by both scholars and policy makers for analytic and 
prescriptive reasons.

This chapter outlines the state of current research on the resources–civil war 
linkage. I would note up front that it is an intentionally nontechnical review of the 
research. There are a number of excellent but more technical complements to this 
chapter, among them Ross (2014), Koubi et al. (2014), and Humphreys (2005). 
Also, I focus primarily, although not exclusively, on fuel resources—in particular oil 
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and natural gas (hereafter simply “oil”). I do so because oil is the most important 
nonrenewable commodity resource in the world, accounting for the vast majority of 
commodity trade globally.2

The chapter proceeds as follows. First, I outline the origins of the hypothesis that 
oil would increase the likelihood of violent intrastate conflict. Second, I explore the 
various linking mechanisms that have been theorized to tie oil wealth to conflict. 
Third, I discuss briefly how scholars typically measure oil wealth and conflict—after 
all, a hypothesis cannot be tested until we find a way to measure the concepts in it. 
Fourth, I summarize the current debate over whether national- or sub-national–level 
research is the more appropriate level of focus, highlighting where results differ as a 
function of this decision. Finally, I suggest some of the more promising avenues for 
future research, noting in particular the valuable new contributions stemming from 
locational data on oil fields. To summarize my conclusions briefly, the jury is still out 
on whether resources are a direct determinant of violent civil conflict or whether they 
are a result of weak state institutions along with such conflict. As a result, the weak-
states variant of the resources and conflict thesis is less compelling than the possibil-
ity that aspects of resource wealth—in particular its location in regions populated 
by excluded or dominated minorities—might conditionally shape the likelihood of 
violent conflicts erupting.

ORIGINS OF THE THESIS THAT OIL BREEDS CONFLICT

The end of the Cold War brought, among other things, a fairly large number of 
civil wars into sharp focus for both the international and scholarly communities. 
Conflicts that had often been folded into manifestations of superpower rivalry, or 
whose ideological meta-narratives (Kalyvas 2001) had been only lightly questioned, 
lost that cover with the collapse of the Soviet Union. At the same time, a number of 
new conflicts within the former Soviet Union and outside of it broke out in the first 
half of the last decade of the twentieth century. These conflicts took place historically 
outside the Cold War, pulling back a convention to ascribe loose left-right division to 
violent internal conflicts and demanding a new set of explanations. A number of the 
conflicts—in Angola, Algeria, and the Republic of Congo among others—resonated 
with the apparent lessons of Iran’s 1979 revolution and Nigeria’s Biafra war to gener-
ate a sense that resource-rich countries might be more prone to civil war outbreak 
than others. This was particularly true in sub-Saharan Africa, where a full third of 
the civil wars of the 1990s took place (Ross 2004; 47).

At the same time, countries that were both resource rich and either politically 
unstable, autocratic, or economically stagnant continued to proliferate. Civil wars 
in Algeria, Liberia, Sierra Leone, and Angola, to take just a handful, were tied to 
those countries’ ample diamond and oil wealth. Authoritarianism and oil were tied 
together, too, in an important article by Ross (2001). Economic variants of the 
resource curse accompanied these political ones. The economic resource curse was 



 Exploring the Resource–Civil War Nexus 217

centrally about “Dutch Disease,” a dynamic in which a booming resource sector 
(e.g., the discovery of North Sea oil resources in the Netherlands) inflates a country’s 
currency value, pricing its agricultural and manufacturing sectors out of global com-
petitiveness and later undermining growth and diversification (Sachs and Warner 
2001; Frankel 2010). Nigeria’s trajectory from strong agricultural producer to heavy 
agricultural importer between independence and 1990 illustrates this: as the coun-
try’s oil sector grew, it drew investment away from agriculture so completely that 
Nigeria must import the majority of its produce.

Another major economic strand of the resource curse is persistently lower eco-
nomic performance over time. Ross (2012) explains that on average, oil producing 
countries should have grown substantially faster than their oil-poor counterparts but 
instead barely broke even with them: it was as if the hundreds of billions of dollars in 
oil revenues accomplished nothing. As we shall see, slow growth and failed develop-
ment are then centrally implicated in conflict outbreak. In short, the economics of 
the resource curse—stagnating non-resource sectors and slow growth—highlighted 
the material factors that could lower the perceived opportunity costs to rebelling.

Paul Collier and Anke Hoeffler (1998) inaugurated the political-economy ap-
proach to civil war studies with a path-breaking effort to tease out a possible link be-
tween resources and conflict and catalyzed a new greed-based approach to studying 
civil war onset: “War occurs if the incentive for rebellion is sufficiently large relative 
to the costs” (563). Pairing a utility model of rebellion with data capturing primary 
exports as a share of GDP, they found that resource wealth both increased the risk of 
civil wars and prolonged those that did break out. The logics were twofold for both 
center-seeking and secession wars. First, the possibility of capturing a state bringing 
in such immense revenue with virtually no social cost (as with taxation) was a strong 
incentive for leaders to organize, and for followers to join, rebellions. Second, the 
prospect of taking a resource-rich region to independence promised future benefits 
far outweighing the costs of a secessionist rebellion. The authors uncovered a positive 
correlation between primary commodity dependence and the onset of major intra-
state conflict. This original finding underlays much of the subsequent research on 
civil war causes.

Some aspects of this starting point are worth noting. First, Collier and Hoeffler 
conceptualized all primary commodities through the same lens: oil, palm oil, cof-
fee, gold, and diamonds would be considered functionally the same, and presumed 
to have the same effect on the calculus of would-be rebels. As scholars pushed this 
research program forward, it became clear that this was a problematic assumption. 
Second, no apparent realization that commodity export dependence can be endog-
enous to political strife is evident. We have come to realize that countries undergoing 
civil war or a number of other forms of internal strife tend to see both foreign and 
domestic investment shrink as a function of shortened time horizons and uncertain 
stability and to see economic activity in general contract. This dynamic shrinks the 
size of the non–commodity sectors of the economy, thereby reducing the size of the 
overall GDP and boosting the size of the commodity revenue to GDP ratio. Third, 
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Collier and Hoeffler found a non-linear (inverse U-curved) relationship between 
resource wealth and conflict, with the effect initially increasing to a threshold and 
then providing a stabilizing effect. This nonlinear relationship harbored implications 
for future conditional analyses. Finally, the actual exploration of possible causal links 
between resources and conflict is thin, and the theoretical framework for the original 
paper is entirely formal with no direct empirical inquiry as to causation. As a result, 
it left open questions of the causal chains that might be shown to tie resource wealth 
to the onset and duration of civil wars. The next section turns to this last issue: the 
exploration in subsequent research of causal links.

THEORIZING THE MECHANISMS AND MOTIVES

Despite the somewhat coarse nature with which the greed-grievance dichotomy was 
originally spelled out (see chapter 2, this volume), the theorized mechanisms linking 
resource wealth to civil conflict track fairly well along a grievance-greed continuum. 
It is important to keep in mind that the “greed” end of it has come to suggest a 
broader set of economic reasons than simply economic gain—ranging from greed to 
basic needs provision or subsistence—but as outlined below, this range captures the 
set of mechanisms adequately. On the grievance end, we see two main lines of argu-
ment. The first is one related to the initial development of the rentier state theory 
(Mahdavy 1970; Beblawi and Luciani 1987; Delacroix 1980). This theory held 
that oil contributed directly to weak-state capacity by obviating the need to build 
an effective extractive apparatus for collecting revenue. It was deeply influenced 
by European-derived theories of state formation that centered on the need to raise 
revenues to support standing professional armies during the formative centuries of 
nation-state building in Western Europe. The rentier state thesis of conflict is basi-
cally this: oil leads to weak state formation or to state decay. The concomitant lack 
of ability to collect revenues effectively leads to broader state decay, eroding public 
goods provision capabilities. This in turn generates the kinds of grievances that can 
lower the cost-to-benefit ratio of rebelling.

The weak-state argument has been used in numerous ways, both to link resources 
and conflict and as a stand-alone hypothesis. Fearon and Laitin (2003) use income 
per capita as a proxy for state strength and find, unsurprisingly, that it reduces the 
risk of civil war. They do not explore whether resource wealth has an independent 
effect on state strength as an intervening variable. What they do instead is to theorize 
that weak states are incapable of policing their territory—the classic Weberian state 
imperative—and thus are likely to fail at suppressing insurgents. Macartan Hum-
phreys (2005) also theorizes this way, and finds that although oil appears to weaken 
state capacity, its main conflict-inducing effect is not through that mechanism. It is 
important to note that Humphreys does not model civil war onset with a state capac-
ity indicator; I discuss this more below. Cullen Hendrix directly explores the state 
capacity thesis, employing factor analysis to explore fruitful strategies for making 
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the broad concept operationally manageable (2010). Thies (2010) and Mitchell and 
Thies (2012) find, respectively that civil war weakens state capacity and that resource 
dependence is endogenous to ongoing conflict. Both of these cast doubt on the in-
dependent role of state capacity in fomenting conflict and on the indirect effect of 
resources influencing conflict by eroding state capacity. For the most part, the rentier-
state variant of the grievance mechanism is thought to shape the risk of center-seeking 
wars breaking out, both by weakening the state’s capacity to provide public goods and 
by reducing its ability to maintain social order or to quell rebellions.

The second broad strand of grievances has to do with inequitable distribution of 
the goods that resource revenues can provide. Particularly in states geographically 
divided along ethnic lines, weak states are predisposed to favor some regions and 
groups over others (Wimmer 2012). Ethnic favoritism makes this starker, raising the 
likelihood of the emergence of a sense of relative deprivation by have-not groups. 
Recent research at the sub-national level has engaged this dynamic with promising 
new data and detail, and as I discuss below, has helped to put empirical richness into 
this particular strand of the grievance thesis while providing more nuanced under-
standing of the interplay between the economic incentives in natural resources and 
the grievances that state management of them can catalyze.

The broad set of economic incentives for both rebel leaders and for potential fol-
lowers—what has come to be simply called the “greed thesis”—was nicely spelled out 
in two edited volumes on the topic (Berdal and Malone 2000; Collier and Sambanis 
2005). The contributors to the Berdal and Malone book mostly devoted themselves 
to fleshing out both macro- and micro-variants of economic explanations, often go-
ing beyond the original hypotheses laid out by Collier and Hoeffler. This first set of 
chapters established a number of durable war economy equilibria—situations likely 
to arise in civil war settings that powerful actors might find profitable to sustain. A 
second set of chapters proposed international remedies for this growing set of war-
time economic incentives.

Ross (2004) explored causal mechanisms inductively with a sample of thirteen 
civil wars from the thirty-six that took place during the 1990s. On one hand, it is 
worth noting that the other twenty-three civil wars appeared to have had little to 
do with resources. On the other hand, Ross finds in the resource-linked civil wars 
evidence for a causal onset effect in just two, with no evidence to bolster the looting 
mechanism and little to support a grievance hypothesis. In assessing duration, how-
ever, Ross finds some strong support for the looting hypothesis: in ten of thirteen of 
the conflicts, looting appeared to have kept them in motion. This is fully in line with 
the first set of chapters in Berdal and Malone, which developed a number of rich 
accounts of wartime economic orders that go well beyond a simple “looting” model 
and explored a wide range of ways that actors might profit from the continuation 
of conflict. Ross’s additional insight is that, while rebel actors may not originally be 
motivated by prospects for material gain, their understandings and preferences can 
shift during the conflict itself, so that what may not have been a powerful motive at 
the outset can become one later.
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In addition, Ross found evidence of two previously understudied mechanisms: 
foreign intervention and what he termed “booty futures.” In the latter, rebels bargain 
with the future value of extraction rights on territory they hope to conquer (58).3 
Perhaps most importantly, in assessing the effect of resources on conflict, Ross finds 
multiple causes at work in the resource curse: no single mechanism appears in more 
than nine of thirteen cases, suggesting multiple pathways. He concludes that “this 
multiplicity of causal linkages . . . may help account for the analytical muddle, and 
contradictory findings, of earlier studies” (2004b: 62)

The contributors assembled by Collier and Sambanis (2005) explored fifteen dif-
ferent civil war case studies to assess the utility of Collier’s and Hoeffler’s greed and 
grievance mechanisms in explaining the outbreak and unfolding of each case. The 
general conclusion emerging from this collection of cases was essentially that mo-
tives tend to be more complex than a single “greed” or “grievance” lens can capture. 
Indeed, as the editors note, “case studies offer a more textured and nuanced view of 
civil war and show that the distinction between ‘greed’ and ‘grievance’ in the CH 
model should be abandoned for a more complex model that considers greed and 
grievance as inextricably fused motives for civil war” (2).

Edward Aspinall’s analysis (2007a, 2007b) of the evolution of Acehnese identity 
and incorporation of the region’s oil and gas reserves into that narrative illustrates 
nicely how resource wealth can be woven into aspects of both economic motives for 
gain and of anti-state grievance. In this case, he argues, the Free Aceh Movement 
(GAM, for Gerakan Aceh Merdeka) built a narrative of economic deprivation of 
Aceh’s rightful gains from its oil. This became a powerful part of a broader iden-
tity frame of resistance to the Indonesian government, particularly for urban and 
more educated Acehnese. Moreover, Aspinall is careful to distinguish the role that 
the resource narrative played among different strata of Acehnese society. Less well- 
educated and rural Acehnese GAM recruits and supporters were much less influ-
enced by it, largely joining instead for reasons related to direct experience of state 
violence and family lineage in past rebellions. This qualified role of Aceh’s resource 
wealth in the broader narrative is an important corrective to macro-accurate but 
micro-inaccurate accounts such as that provided by Kell (1995). What I mean by 
this is that scholars who proceed in this vein sometimes neglect to explore the sa-
lience of resources and their monopolization by central governments as a reason for 
participating in rebellion. Aspinall, by contrast, does exactly this, asking a wide array 
of former GAM supporters and fighters about the role of resources and finds that 
a small, mostly urban and highly educated subset were convinced by the resource 
narrative. I return to this theme in the conclusion.

Among other things, the insights afforded by Aspinall’s extensive ethnographic 
research in Aceh provide a research design link to a prominent research program in 
civil war studies that focused on why ordinary people are willing to incur extreme 
risk to themselves and their families to participate in a rebellion. Drawing such links 
can facilitate broader inquiry that normalizes resource-related rebellions in a fuller 
set of civil conflicts. To take one non-resource-related example, Elizabeth Wood’s 
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(2003) work on the civil war in El Salvador exemplifies this ecumenical approach 
to theorizing and explaining participation as a dual function of both material and 
nonmaterial considerations. Since resource issues are of course a powerful additional 
layer on what are already complex motivating factors in the choice to join a rebel 
group, our limited vistas of what this kind of micro-qualitative research can uncover 
should prompt more inquiry along the same lines.

An additional methodological cautionary note from the Collier-Sambanis case study 
war project is the danger of spurious correlation. As Sambanis puts it, in a number 
of important cases “the narratives in this volume show that those natural resources 
were neither a motive for the war nor a means to sustain rebellion” (309). In others, 
as in the Democratic Republic of the Congo, it was not resource wealth per se but its 
concentration in the country’s east, where ethnically dominant regional groups threat-
ened secession, and the resource-poor but nationally dominant west felt there was no 
alternative but to exercise substantial state repression. This conditional relationship 
between ethnicity, inclusion/exclusion, and resources turns up again in Ross’s chapter 
in the volume on Aceh, as well as in more recent econometric work discussed below.

CAPTURING THE CONCEPT OF “RESOURCE WEALTH”: 
MEASUREMENT ISSUES AND LEVELS OF ANALYSIS

Scholars who explore the onset of civil wars quantitatively face several measurement 
choices. The initial generation focused exclusively at the national level, drawing on 
publicly available indicators. The first widely used continuous measure of natural 
resource wealth, drawing on the Sachs and Warner (1995) and Collier and Hoeffler 
(1998) precedents, was to take commodity export revenues as a share of GDP. This 
measure captured the relative economic dependence of a country—thus of both its 
government and of its populace—on the resource sector. Capturing the concept this 
way became the standard not just for civil war studies but also for work on the effect 
of oil on regime type and durability (Ross 2001; Smith 2004, 2007; Morrison 2009).

Measuring it this way, however, created problems of endogeneity. Poorer coun-
tries—less industrialized, more dependent on agriculture, and with a smaller non-oil 
economy—looked more resource dependent even if they were not necessarily more oil 
abundant due to their baseline GDP being smaller overall. Another problem with 
this measure was that by focusing only on revenues derived from the export of oil, 
it biased the indicator against economically diverse countries that consumed most 
of what they produced. The United States, for example, has been one of the world’s 
largest oil producers in volume for the last four decades, but as the world’s largest 
economy, it consumes nearly all of its produced oil. In the last two decades a num-
ber of increasingly well-governed and economically diversified countries—Brazil is 
one notable example—have tapped massive new oil and gas reserves and expanded 
their economies so far beyond just commodities that their resource-revenues-to-
GDP ratios would look relatively small. In short, while earlier indicators provided 
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a useful way to think about resource dependence, they are less useful for measuring 
abundance.

A bevy of studies not specifically focused on resource wealth as the explanatory 
variable of choice have employed different dummy variables to capture one aspect or 
another of the concept—among them OPEC membership, oil exports of more than 
50 percent of total exports, oil exports of more than 25 percent of GDP, and a host 
of others. These were more problematic by far than the oil-export-revenues-to-GDP 
measure. Today, for example, OPEC countries make up only a quarter or so of the ma-
jor oil producers in the world. Moreover, we have no good analytical reason to believe 
that arbitrary threshold points such as 25 or 50 percent demarcate a point at which 
oil suddenly begins to have political importance. Finally, coding country years as “1” 
if oil exports comprised more than half of total exports told us nothing about the im-
portance of exports in a country’s economy. A large, prosperous country with a sizeable 
domestic consumer market would have a smaller export-to-GDP ratio than a smaller, 
equally prosperous country (such as Norway), but this figure would not tell us as much 
as we would want to know to think about the empirical importance of oil wealth.

Subsequently, scholars (Humphreys 2005; Ross 2012) constructed a new measure, 
based on fuel income per capita. This indicator, not dependent on a GDP denomi-
nator for its magnitude, solved the problem of being endogenous to a country’s level 
of development and provided a consistent, easy-to-measure standard. It also captures 
the conceptual half of resource wealth that we think of as abundance—the total 
amount of wealth per person that accrues to a nation’s economy from the production 
and sale, abroad or at home, of natural resources. It does not tell us (Smith 2014) 
how relatively important the fuel income per person is in differing contexts, however, 
and this point raises the issue of thinking about two kinds of oil wealth: dependence 
and abundance. Ratio measures with GDP in the denominator capture the former, 
oil income per capita the latter.

A number of recent studies (Basedau and Lay 2009; Lederman and Maloney 2007; 
Dunning 2008a) have found both oil abundance and dependence to be statistically 
significant and substantively important for predicting civil war onset, although 
sometimes in the opposite direction. Given the analytical differences between the 
two dimensions of resource wealth, and their contradictory effects, best practices at 
least in preliminary empirical analysis, would suggest employing a measure for each.

A third set of studies attempts to move beyond income from oil and gas to reserves 
and in some cases to pursue an instrumental-variables approach.4 Cotet and Tsui 
(2013) use data on oil discoveries, the value of oil reserves, and on natural disasters 
in producing countries. Their goal in developing and employing alternate measures 
to fuel income is to sidestep the endogeneity problems inherent in production value-
based measures. Here, in contrast to the “resource curse” thesis, they find no relation-
ship between oil and conflict, after controlling for country fixed effects.5 They do 
find that oil-rich countries spend more on defense, which may provide an explana-
tion for the lack of an effect, but in essence their conclusion is that omitted variables 
specific to countries matter much more than the fact of national-level oil wealth.
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Brunnschweiler and Bulte (2009) similarly attempt to attenuate the risk of endo-
geneity by using per capita reserves and production figures as proxies for resource 
abundance. Their conclusions are further still from the conventional wisdom: re-
source abundance is strongly associated with less risk of conflict onset, and resource 
dependence is not only not a cause of conflict but appears to be a systematic effect 
of it. In other words, as discussed above, the effect that conflict has on non-resource 
economic productivity is strongly negative and enough to depress overall GDP in 
that reducing the size of the denominator produces the statistical appearance of 
“resource wealth.” As mentioned above, Mitchell and Thies (2012) find similar en-
dogeneity to exist between conflict and resource production.

LEVELS OF ANALYSIS

For much of the two decades during which serious comparative work was ongoing 
in this research program, it was focused at the national level, as discussed above with 
regard to measurement. The question in cross-country research effectively asked 
whether countries rich in natural resources were more likely to suffer conflict than 
their resource-poor counterparts. Indeed, the strongest book-length case for the 
resource curse (Ross 2012) is subtitled “Petroleum Wealth and the Development 
of Nations” [my italics]. There are multiple reasons for this. First, both develop-
ment economics and the political science subfields of comparative and international 
politics were for a very long time all focused squarely on national states as the units 
of analysis. Most of the outcomes of interest for scholars across these disciplines 
therefore manifested at that level, and with the study of civil wars and of the effect 
of resources on their onset, it was a natural extension to continue the nation focus. 
Second, it was equally the case that until relatively recently, we lacked data at the 
sub-national level for enough states to conduct representative comparative research. 
The Correlates of War Project, and then the Armed Conflict Data project,6 both 
originally measured conflict only at the national level, as did the Polity and Freedom 
House regime datasets, World Bank, International Monetary Fund, and Penn World 
Tables data projects, meaning that not only our dependent variables (wars) but our 
independent and control variables, too, were captured at the national level. Finally, 
nearly all of the original body of theory we have to guide us in exploring the politics 
of resource wealth points directly to national states as the main locus of causality.

Rentier states, national-level corruption, ethnic favoritism, and similar theoretical 
frameworks all rely on the presumption that states are the main targets in town, both 
for scholarly inquiry and for the potential rebels seeking either to capture the center 
or to exit from it. Is this a problem? To the extent that national-level data cloud po-
tential sub-national dynamics in the resource-conflict relationship, yes. To the extent 
that national-level data are arguably plagued by causal identification problems that 
could be addressed with more fine-grained data, again, yes. These two arguments are 
at the center of critiques of past research (see Ross 2014 and Koubi et al. 2014 for 
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summaries). Two trends in conflict-research data may offer partial solutions to these 
problems. First, research on variation across space during civil wars (for example 
Straus 2006; Kalyvas 2006; Balcells 2010) helped to focus the attention of scholars 
on why some parts of countries during civil war were so much more violent than 
others. In each of these cases—Rwanda, Greece, Spain—the civil wars under discus-
sion have not been argued to have been shaped by resource wealth. Rather, each of 
these conflicts turns out to have evinced important variation across even very small 
national territories, opening a new line of inquiry. And, the increasing turn to sub-
national exploration of patterns of violence during civil wars has in turn helped to 
reshape the contours of research specifically focused on the resource link. It has in 
part been motivated by scholars convinced that the national-level confusion of find-
ings is a function of sub-national variation.

One of the strongest new lines of inquiry to have emerged in the broader civil 
wars research program in the last five to ten years has been the proliferation of sub- 
national analyses versus national-level ones (see chapter 15, this volume). Consid-
ering the growing improvement of data quality at the sub-national level, and the 
volume of non-resource-focused research on violence during civil wars (for example 
Balcells 2010; Kalyvas 2006) this is a welcome direction for research. In particular, 
sub-national research promises to help develop answers to two sets of questions. 
First, do ethnic minorities or sub-national regions launch violent challenges to gov-
ernments more often when the resource reserves are located within their regions? 
Second, do we see sub-national variation within national settings that might help to 
explain the inconsistency of country-level research?

In addition to these problems is the reality that all of the above-mentioned mea-
surement strategies focus only at the national level. If the effects of resource wealth 
on conflict accrue only there, this could be a reasonable strategy. At this point, 
however, many recent studies have shown systematic sub-national and micro-level 
dynamics at work, pointing strongly to the need for careful analysis below the level 
of national states. These dynamics take two broad forms: rebel recruitment through 
lootable resources (individual level), and regional inequities and resource location 
(group/regional level). I address these in order below.

REBEL RECRUITMENT AND LOOTABLE RESOURCES

Any rebellion must recruit and retain fighters to be viable. A central question related 
to resources and recruitment is lootability—put simply, the ease with which rebel or-
ganizations can seize and allocate the resources themselves. Weinstein (2007) points 
to coca cultivation in Colombia as one source of easily looted wealth. Secondary (the 
so-called blood) diamonds are another—because they require no logistically expan-
sive mining, rebels who hold the territory in which they are located can make use of 
them. More recently, our awareness that ISIS has developed an expansive smuggling 
network for selling Syrian oil from territory it controls (through Turkey), along with 
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Mexican cartel looting of oil in the northern parts of the country, suggest that we 
should devote further inquiry to the issue. This prospect could, like the primary ver-
sus secondary diamond bifurcation, create two tracks of argument about oil reserves 
and micro-level conflict dynamics.

At the level of rebel organizations, scholars have theorized that resource allocations 
shape both rebel groups themselves and the kinds of recruits who are attracted to the 
movement. Weinstein (2007) illustrates how groups with greater resource endow-
ments tend to more effectively attract opportunistic recruits and to become more 
loot-driven themselves. Buhaug et al. (2009) find that rebel movements originating 
in mineral-rich regions can sustain much more durable violent conflicts with the 
governments they challenge. Gates (2002: 115) models a dynamic in which “loot-
seeking groups generally possess more resources than other types of rebel groups.” 
While this latter logic leans toward the circular, it fits into a broader line of inquiry 
seeking to uncover the extent to which rebel leaders benefit from having access to 
resources they can offer to potential recruits.

REGIONAL INEQUITIES IN RESOURCES

Since many countries at risk for civil war are also deeply divided along regional, 
ethnic, or religious lines, the prospect for resources affecting those cleavages has 
also produced a growing research program. One line of argument suggests simply 
that rebels—ethnic or otherwise—located in resource-rich regions are more likely 
to rebel, and more likely to succeed when they do. Related to this, the develop-
ment of the Minorities at Risk7 and then the Ethnic Power Relations projects 
enabled the analysis of ethnically charged conflicts at the group level. This made it 
possible to analyze center-seeking civil wars distinct from separatist ones, and also 
to explore the role that political exclusion plays in group mobilization against the 
state. These trends helped to push research forward by encouraging scholars to ask 
whether resource location, too, might be a promising direction, in essence allow-
ing us to explore not whether a country was resource-rich, but where resources are 
produced across its territory. Hunziker and Cederman (2012) for example, find 
a strong difference in the conflict proclivities of ethnic minority regions based 
on (a) whether or not they enjoy meaningful access to political authority and (b) 
whether or not their regions are home to resource reserves. Sorens (2011) finds 
that while the presence of mineral riches in an ethnic minority region discourages 
center-seeking conflicts, it enhances the risk of separatist ones by providing a base 
for thinking about post-independence economic sustainability. This is in line with 
Ross’s (2003) analysis of the independence narrative of the Free Aceh Movement 
in Indonesia, whose leaders looked to nearby Brunei as a model of oil-funded 
small-country success. Oyefusi (2008) similarly finds a strong positive relationship 
between the size of the oil sector in Nigerian communities and the willingness of 
individuals to participate in rebellions.
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It is reasonable to ask simply whether the large number of different measures used 
to capture the concept of “resource wealth” might be driving increasingly divergent 
results. The answer to that question is of course impossible to know unless we could 
convince all of these scholars to use the same indicators. But there are some impor-
tant implications of the measure debate for future research. The first is that, while 
more challenging, national-level analysis based on cross-country data is not by any 
means a dead end. Instead, we find scholars working diligently to craft measures that 
deal with endogeneity problems, constructing research designs that account for the 
uncertain but inevitably missing variables in explaining the onset of civil conflict, 
and in general taking careful steps to improve the quality of data and the reliability of 
results. It is worth noting that the current uncertainty in cross-country research is by 
no means unique in political science and political economy research. One could say 
the same about the development-democracy nexus, and as a result, I would caution 
against arguing for a shift away from national-level research simply because causal 
identification is challenging. Rather, as those who argue for a resource curse and 
those who argue against it continue to accumulate findings, it would be well worth 
trying to bridge the disparity of conclusions with explicit efforts to isolate a smaller 
number of measures of resource wealth. This if nothing else would allow for genu-
ine knowledge accumulation around a consistent set of indicators and would make 
it possible to focus on the other differences of specification, design, and analysis. 
Another strategy, one I detail more in the conclusion, is to pair cross-country aggre-
gate data analysis with structured qualitative comparisons arguably better suited to 
teasing not just causality but the mechanisms underpinning them. Despite the clear 
accomplishments of the World Bank case study war project (Collier and Sambanis 
2005), we have seen too little of this multi-method research.

None of this is to say that cross-country research, either econometric or small-N 
comparative historical, is dead or on the way out. Because resource revenues are 
overwhelmingly owned by national states,8 and because states are the most frequent 
arbiters of who gets exploration and production contracts as well as the last line of 
responsibility, national governments will continue to play a central practical role in 
determining the future of the politics of resource wealth. Accordingly, problems with 
national-level data such as endogeneity or the likelihood of disparateness stemming 
from sub-national variation, are ones that we ought to tackle to improve, not ones 
we ought to use to justify ending, cross-country research. This is simply to say that 
we need to address squarely the data and theoretical problems that have challenged 
cross-national research in the past.

A very promising avenue of research, as I suggested with reference to cross-country 
studies, is the exploration of conditional relationships between sub-national resource 
wealth and conflict. For example, rather than simply asking whether oil-rich regions 
rebel more, Hunziker and Cederman (2012) ask whether oil-rich regions that have 
been excluded from political power are more likely to rebel than oil-rich regions that 
are included. Similarly, Østby, Nordås, and Rød (2009) find that the presence of 
oil fields in ethnic regions only makes those regions more likely to rebel when they 
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are relatively economically deprived compared to the national average. The slow but 
steady erosion of monotonic findings at the country level suggests strongly that as 
more scholars pursue research below the national level, more important conditional 
relationships are likely to emerge. Moreover, in the same way that conditional in-
stitutional quality-resource linkages led to “institutions, not resources” conclusions 
(see for example Brunnschweiler 2008; Menaldo 2014), and as we develop better 
ways of capturing sub-national political dynamics, we may well discover that they 
are similar to country-level ones. In short, while at this time scholars are finding 
strong sub-national relationships between resources and conflict, ten to fifteen years 
ago exactly the same thing would have been true about country-level relationships, 
and the important point is that we are early in our empirical understanding of the 
sub-national dynamics.

LOOKING FORWARD

As the volume and quality of research on the relationship between resources and con-
flict has expanded, so too has the discord in conclusions. While acknowledging that 
there are multiple views on why this is the case, my sense is that it is normal in social 
science. “Civil wars” are big events and conceptually complicated ones. Measuring 
civil war itself is a debated topic, and the standard threshold of 1,000 battlefield 
deaths raises questions about why 999 would be substantively different from 1,001. 
Notwithstanding that, there are a number of areas in which it seems most fruitful to 
encourage future research to push forward. In this concluding section, I outline five 
main priorities of focus: the direction of causality in the institutions-resources nexus, 
endogeneity concerns, measurement choice, levels of analysis, and the promise of 
multi-method research. Two—the question of whether resource wealth is a product 
of, or a cause of, weak institutions and the issue of multi-method inquiry—could be 
called meta-theoretical and research design–level issues, respectively. The other three 
are essentially concept and measure questions.

One conceptual area that stands out—both in terms of links to broader questions 
in comparative politics and political economy—as needing closer consideration is 
the relationship between resource wealth and state capacity (or institutional quality). 
Although Humphreys (2005) concluded that the weak-states mechanism was more 
consistent with the empirics than others linking resources to conflict, it was inferred 
rather than directly explored. And, subsequent research has increasingly suggested 
three things. First, resource wealth does not appear to have any direct weakening effect 
on state capacity or on the quality of institutions. Ross (2012) in fact finds a small 
but significant strengthening effect of oil wealth on institutional quality, and Smith 
(2012) finds the same in a sample of Southeast Asian countries. In short, the net effect 
of resources often seems to enhance, not undercut, government performance.

Second, several recent studies have concluded that it is institutional quality that 
determines resource “wealth” rather than the other way around, via two processes. 
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Brunnschweiler and Bulte (2009) found that countries with weaker institutions tend 
not to adopt economic policies that encourage diverse growth and development. 
As a result, the resource sector’s share of the total GDP increases, effectively mak-
ing “resource wealth” endogenous to prior institutions. In line with this, Menaldo 
(2014) demonstrates that rulers in countries with weak institutions tend to turn to 
resource-sector development to compensate for their inability to accomplish broader 
development. Hence, there are really two mechanisms at work, both of which 
plausibly boost the size of the resource sector. Moreover, the established effects of 
conflict in increasing a country’s resource dependence, plus the frequency of repeated 
conflicts in war-prone countries, suggest a further endogeneity effect. In a research 
program in which it is very often taken as a given that resources are granted a priori 
by nature—and by definition exogenous to the political and social worlds due to 
their natural occurrence—this new insight is among the most important in moving 
forward. If this is the case, the scholarly community ought to cease advising policy 
makers on how to combat the resource curse and instead focus on improving the 
quality of institutions and battling corruption.

Third, the exploration for and discovery of resource reserves is highly endogenous 
to politics and governance. Collier (2010) notes that in the developed world, we 
estimate that 80 percent of actual reserves have already been discovered, with just 
20 percent remaining. He notes further that the estimates are reversed for much 
of the developing world. The reason? Oil exploration firms facing limited asset 
mobility, once “sunk,” have been much more hesitant to commit to investing in 
unstable, poorly governed states than in stable, well-governed ones. The extent to 
which known reserves are thus a function of, rather than a cause of, state capacity 
provides yet a third compelling reason to think of resource wealth itself as an out-
come to be explored, and as potentially a sub-outcome of state weakness alongside 
conflict. Thinking of it this way then would make the conflict-resources link seem 
less surprising. If it is the case that governments in command of weak states both 
tend to over-rely on resource sectors and fail in promoting economic diversification 
and to suffer more internal conflicts than others, scholars would do well to start 
conceptualizing resource dependence as a potential warning sign rather than strictly 
an independent variable.

Another line of promising future inquiry has to do with data. As data quality 
continues to increase at multiple levels, two major areas of potential scholarly gains 
appear most fruitful. One is the prospect of synthesizing national and sub-national 
research. Recognizing that this scope of inquiry is most likely to be book length, or 
at least on the longer end of what journals in political science are generally willing to 
accept, it is the case that a growing consensus that if there is a relationship between 
resources and the likelihood (or duration) of violent conflict, it is a conditional or 
nonlinear one. This consensus appears to be emergent at both levels, and while I 
am sensitive to critiques of national-level data analysis for the reasons of difficulty 
in causal identification and in sorting out endogenous relationships, the substantive 
importance of continuing to explore dynamics at this level is simply too great to lose. 
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However, to the extent that analysis of empirics at both levels is feasible—and I do 
not mean simply two levels of statistical data but a wider array of potential multi-
method design options—we stand a much better change of nailing down robust 
conclusions (see for example Balcells and Justino 2014).

Another issue in need of attention as civil war scholars move forward on the 
resource angle is some consistency in measurement choice. There are three main 
clusters of indicators commonly employed as measures of resource wealth: resource 
abundance (resource income per capita, most commonly), resource dependence 
(resource income as a share of some measure of average income per capita), and a 
variety of efforts to instrument for resource wealth (known reserves, giant oil fields, 
proven reserves, etc.). Yet I catalogued more than one dozen separate measures 
including dummy variables for either OPEC membership or various thresholds of 
dependence (Smith 2014). Since it is the case in a number of recent studies that in-
dicators capturing abundance and dependence either have opposite effects or varying 
ones, and since this broad concept of resource wealth has a number of dimensions, it 
makes sense that scholars ought to explore resource-conflict linkages using an array 
of measures. Given the wide availability and consistency of fuel income per capita, 
this indicator would seem the best for capturing abundance. I have argued elsewhere 
for employing rent leverage as the best measure of dependence. And while efforts to 
find instruments for oil wealth continue to be endogenous in some way to politics, 
non-income-based measures ought to continue to play a role. As a result, best prac-
tices would argue for multiple measures, with one from each of the above-mentioned 
three categories.

A final avenue for future research at the micro level has to do with the dovetailing 
looting mechanisms in a host of case-driven studies. As conflict dynamics change, 
so too might the balance of grievance-to-greed motives, affecting individuals over 
time but also the kind of individuals who join into conflicts at specific points in 
their duration. Aspinall’s in-depth analysis of joining dynamics during the Aceh 
conflict in Indonesia illustrates this point well. In the late 1990s and early 2000s, 
there took place a change in the central motives of joiners. Immediately after the fall 
of the Suharto regime in Jakarta, the Free Aceh Movement (Gerakan Aceh Merdeka, 
or GAM) found itself with greatly expanded freedom to mobilize. As a result, in ad-
dition to political activists, GAM’s ranks swelled with low-level criminals, for whom 
the payoffs of taking part at that moment far outweighed the costs. Beginning in 
2001, however, with the declaration of a military emergency in the province, state 
coercion increased dramatically. The years following this change subsequently saw 
the defection from GAM of many if not most of the wave of opportunistic joiners.

Micro-focused research is most likely to continue to illuminate such dynamics as 
these. There has been relatively less ethnographic research on the resource-conflict 
link to compare to work such as that of Elizabeth Wood (2003), which holds much 
promise for sorting out just which motives appear most salient for individuals in de-
ciding whether to participate in rebellions. And while we have seen valuable insights 
emerge from survey research (Humphreys and Weinstein 2008; Barron, Humphreys, 
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Paler, and Weinstein 2009), it is also likely that these more formalized, less ethno-
graphically embedded research strategies may miss many of the honest and rich 
responses that more in-depth research might provide. This would argue for equal 
emphasis on the micro-qualitative side of civil war research. In short, a clearer focus 
on supporting the collection of quality ethnographic as well as quantitative data on 
the micro-dynamics of how resources shape conflict proneness could take us far in 
understanding the tough decisions that individuals make about whether or not to 
participate in rebellions.
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How do environmental conditions and resource scarcity affect civil war? Between 
July 2011 and August 2012, a severe drought and resultant famine killed as many as 
260,000 people—half of whom were under the age of six—in Djibouti, Ethiopia, 
Somalia, and northern Kenya.1 The drought marked the first time since the 1980s 
that famine had been declared in the Horn of Africa. Though the famines were as 
different as they were alike—the epicenters (southern Somalia in the 2010s, Ethiopia 
in the 1980s) were different, the rapidity of international response varied—they had 
one important commonality: both occurred against a backdrop of civil war. In the 
1980s, the Ethiopian government faced armed challenges from a variety of peripheral 
ethnic groups seeking independence, most importantly the Eritrean Liberation Front 
and the Oromo Liberation Front. In the 2010s, Somalia’s battle against al-Shabaab 
rebels drew in African Union–sponsored forces from Burundi, Kenya, and Uganda, 
resulting in retaliatory terror attacks against those countries’ civilian populations.

The notion that scarcity fuels conflict by amplifying societal grievances and spark-
ing distributional conflicts over scarce natural resources (food, water, arable land) 
was central to popular reporting on both conflicts. Indeed, these conflicts have taken 
place in locations marked by high levels of chronic food insecurity and environmen-
tal degradation, suggesting a causal relationship between scarcity and civil strife. 
However, a closer look at conflict dynamics in Somalia reveals a more complex rela-
tionship between scarcity and violence. The drought and resultant scarcity may have 
actually weakened al-Shabaab. Drought forced farmers and herders to flee the rural 
areas that are considered al-Shabaab strongholds, undercutting the economic base of 
the movement and making it harder to sustain its forces (Roble 2011). Moreover, 
al-Shabaab’s blockage of food aid angered tribal groups in areas it controls and its 
resource constraints contributed to its unexpected withdrawal from Mogadishu in 
August 2011 and Kismayo in 2012. In short, the prolonged drought and famine in 
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the region may have made it more difficult for al-Shabaab to sustain rebellion. This 
case highlights the complex and potentially countervailing effects environmental 
conditions and resource scarcity may have on civil war.

The chapter reviews the state of knowledge linking environmental conditions and 
resource scarcity to civil war. It begins with a review of the origins of environmental 
security thinking before briefly outlining the first wave of empirical research, featur-
ing resource scarcity as the main mechanism through which environmental factors 
lead to armed civil conflict (see also chapter 13, this volume). It then presents the 
second wave of research, featuring the direct and indirect effects of weather-related 
variables such as change in rainfall and temperature on armed conflict. This is fol-
lowed by a discussion of the reverse causal relationship—how armed conflict affects 
the environment. Given the failure of extant research to find conclusive evidence of 
a single, direct, and general relationship between the environment and conflict, it 
then presents a set of critical challenges and opportunities for future research with 
respect to quantitative research design and the theoretical/empirical identification of 
more nuanced, context-specific causal mechanisms. It concludes with a discussion of 
paths forward for future research.

ENVIRONMENT AND CONFLICT:  
A BRIEF INTELLECTUAL HISTORY

Attempts to link environmental conditions to conflict go back at least as far as the 
eighteenth century, to the writings of Montesquieu (1748) and Malthus (1798). 
Montesquieu contended that climatic conditions, in particular temperature, deter-
mined the nature of individual behavior. Those living in cooler northern climates, 
while brave and vigorous, were less suspicious of others and less desirous of revenge. 
Inhabitants of warmer climates, though predisposed toward idling, had strong pas-
sions that led to more violent and criminal behavior. So began a long tradition of 
environmental determinism in Western thought, even if recent research tends to 
support the notion that anomalously high temperatures can lead to more aggressive, 
violent behavior at the interpersonal level (Jacob et al. 2007; Larrick et al. 2011). 
Whether this relationship holds for civil conflict, however, is more contested (see the 
section on climate change and conflict).

Malthus was perhaps the first to directly link environmental resource con-
straints—in particular, food—with human conflict. He noted that while human 
populations grow at an exponential rate (i.e., in percentage terms, with a compound-
ing effect over time), the food supply, at least in early Industrial Revolution England, 
appeared to increase only linearly, as more land was brought under cultivation. The 
implication of this insight was straightforward: the human population would out-
pace its food supply, resulting in competition for ever-diminishing shares of the pie. 
Human populations would be kept “equal to the means of subsistence” by a mixture 
of disease, starvation, and violent death.
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Though Malthus did not explicitly link food shortages with political violence, 
the term “Malthusian” has come to describe those who argue that human conflict 
will occur when a population’s resource needs surpass the carrying capacity of their 
environment, sparking distributive conflicts. In more modern times, this logic has 
been expanded to include not just basic necessities—food and water—but any com-
petition over natural resources that are rivalrous in their consumption and are either 
nonrenewable (coal, oil) or exhaustible due to overexploitation (farmland, rivers). 
Malthus appears to have been wrong on both counts. Human population growth 
is not exponential, but rather logistic, and the food supply has increased faster than 
population since the 1800s. However, such findings have not materially diminished 
the intuitive appeal of his logic.

Modern scholarly interest in environmental conflict has three main historical 
antecedents: (1) the centrality of territorial conquest to both Nazi and Imperial Japa-
nese ideologies; (2) the rise of U.S. and European environmental movements in the 
late 1960s; and (3) several high profile conflicts of the 1980s and 1990s, particularly 
those of Ethiopia and Rwanda. Following World War II, many observers linked 
Germany’s and Japan’s territorial ambitions to their pre-war population problems 
and the need to expand territorially in order to reduce demographic pressure. In 
Germany, the notion of Lebensraum (“living space,” and the need for the German 
people to expand territorially to accommodate their numbers) was a key component 
of Nazi thought and served as a justification for Germany’s territorial expansion into 
the Sudetenland, annexation of Austria, and ultimate invasions of Poland and the 
Soviet Union. Similarly, Japan’s annexation of Manchuria was understood in part as 
the result of Japan’s high population density and need to expand its agricultural base.

Second, environmental issues in general rose to prominence as a result of envi-
ronmental movements in Western democracies. The 1960s and early 1970s saw the 
publication of influential commentaries on rapid population growth and declining 
natural resource stocks: The Population Bomb (Ehrlich 1968) and The Limits to 
Growth (Meadows et al. 1972). Even Russell (1964) theorized that one of the most 
plausible causes of thermonuclear war would be overpopulation leading to starva-
tion, impoverishment, and competition for depopulated arable land. Finally, several 
African conflicts of the 1980s and 1990s seemed to provide ample support for Mal-
thus’s hypothesis. Images of famine-stricken Ethiopian children—dual victims of 
hunger and the country’s brutal civil war—catalyzed global action in the 1980s and 
seemed to underscore a causal link between acute food scarcity and conflict, even if 
this dominant narrative had the causal logic reversed (see “Conflict Effects on the 
Environment” section of this chapter). This notion was reinforced by the Rwandan 
civil war and genocide, which occurred in Africa’s most densely populated rural so-
ciety (Uvin 1996, Esty et al. 1998).

The resulting generation of scholarship on environmental effects on civil conflict de-
veloped much more nuanced, contextual models. Demographic pressures and resource 
constraints (specifically, declining stocks of renewable resources) still played a primary 
role in affecting outcomes, but it focused more on inequality of access to resources and 
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the role of mediating variables. Homer-Dixon (1991, 1994, 1999) and Kahl (1998, 
2006) moved beyond simple neo-Malthusian propositions to highlight specific causal 
pathways—migration and economic contraction—linking environmental scarcity 
to conflict. Both authors emphasized the role of state capacity as a factor that might 
condition the effects of environmental stress: in Homer-Dixon’s work, state capacity 
was weakened by migration and economic contraction, resulting in decreased capacity 
to deter violent challenges and, therefore, an increased likelihood of ethnic conflicts, 
coups d’état, and “deprivation conflicts”: civil strife and insurgency.

Kahl’s analysis highlighted two more important factors: ethnic cleavages (“group-
ness”) and institutional inclusivity—whether there were significant constraints on 
the executive and whether there were divisions within ruling elites—in determin-
ing whether “demographic-environmental stress (DES)” would result in civil strife. 
Where ethnic cleavages were not highly salient, environmental stress did not mani-
fest in intergroup conflict; where institutions were inclusive, alternative, nonviolent 
mechanisms existed for resolving environmental conflicts. His work highlighted the 
role of the state as well, but introduced the concept of “state exploitation”: envi-
ronmental conflict that resulted from the state sponsoring the migration of favored 
groups into lands inhabited by marginalized or excluded peripheral ethnic groups. 
These so-termed “sons of the soil” conflicts, though discussed in the 1970s (Weiner 
1978), would eventually become a substantial focus of the literature in the 2000s 
(Fearon 2004; Hegre 2004; Fearon and Laitin 2011).

Derived from qualitative case studies, these models were highly nuanced and 
contextual. However, this was not universally perceived as a virtue. Gleditsch (1998) 
criticized this literature for developing such large and complex models that they were 
essentially untestable and for selecting on the dependent variable: by focusing on 
cases where environmental stress appeared to lead to conflict, the studies neglected 
the prospect that similar environmental conditions might also be associated with 
peace, rendering their causal import unknowable. Owing partly to poor time-series 
data on environmental factors and obvious methodological challenges related to re-
verse causality, the neo-Malthusian thesis has been subject to less systematic scientific 
scrutiny than one might think, considering the widespread support for the notion of 
scarcity-driven social tensions among dominant policy and NGO actors.

EMPIRICAL FINDINGS

First Wave: Resource Scarcity and Conflict

In the late 1990s, the first comparative large-N studies of the environment-
conflict nexus emerged with the near simultaneous publication of the State Failure 
Task Force’s (now Political Instability Task Force) second report (Esty et al. 1998) 
and Hauge and Ellingsen’s (1998) statistical analysis of civil war occurrence. The 
two studies reported somewhat different findings; the latter was more supportive 
of a robust correlation between resources and civil wars, although it concluded that 
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economic and political factors are more decisive in predicting conflict. A later study 
that sought to reconcile the confusing differences in findings among these early in-
vestigations found little support for the scarcity thesis, but pointed to a number of 
problems with sample coverage and data quality, including mostly static measures of 
environmental conditions such as deforestation and soil degradation (Theisen 2008).

More recent assessments of environmental change and civil conflict have resulted 
in mixed findings. For example, de Soysa (2002) found that abundance of nonre-
newable resources increases civil war risks, presumably by providing a contestable 
resource base over which to fight (the “honeypot” hypothesis), whereas scarcity of 
renewables has little effect (see chapter 13, this volume); Raleigh and Urdal (2007) 
showed that local conflict risk is associated with high population density but not 
with resource scarcity per se. The study by Gizelis and Wooden (2010) is more sup-
portive of the general scarcity narrative as it reports evidence of a direct link between 
water scarcity and conflict as well as an indirect association, conditioned by political 
institutions. Alternately, Koubi et al. (2014) find that resource abundance, rather 
than scarcity, is associated with armed conflict, providing some support for de Soysa’s 
“honeypot” hypothesis.

Second Wave: Climate Variability and Conflict

Much of the early statistical research on the scarcity thesis suffered from poor 
data, usually limited to snapshot observations of highly volatile environmental phe-
nomena such as de- and reforestation, desertification, soil depletion, and freshwater 
availability. Increasing availability of digitalized remote sensing data2 over the past 
decade has ensured significant progress in the field in this regard, although it also has 
resulted in an analytical shift of focus toward meteorological patterns and climatic 
changes, rather than studying environmental degradation and renewable resource 
scarcity more generally.

A pioneering study spearheading the second wave of quantitative environment-
conflict research reported a significant relationship between decreased rainfall and 
increased civil war risk in Sub-Saharan Africa, operating through its effect on eco-
nomic growth (Miguel et al. 2004). However, rainfall was introduced by the authors 
as a suitable exogenous instrument for economic growth rather than as a variable for 
environmental conditions. Boosted by the UN Intergovernmental Panel on Climate 
Change (IPCC) Fourth Assessment report (2007) and the contemporaneous Nobel 
Peace Prize award to the IPCC and former U.S. vice president Al Gore, research on 
climate and conflict quickly gained prominence and media attention. Around the 
same time, the first journal special issue on climate change and conflict was pub-
lished in Political Geography (Nordås and Gleditsch 2007). A contribution to that 
issue by Hendrix and Glaser (2007) expanded Miguel et al.’s work by showing that 
both long-term and short-term shifts in precipitation patterns affect conflict risk, al-
though their simulation of implications of alternative future climate change scenarios 
returned few significant results.
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More recent investigations of the rainfall-conflict link have provided mixed support 
(e.g., Jensen and Gleditsch 2009; Ciccone 2011; Koubi et al. 2012), and a follow-up 
study by the original authors of Miguel et al. found that temperature matters much 
more for civil war risk than variations in rainfall levels (Burke et al. 2009). The un-
equivocal conclusions of that study, alongside the gloomy quantitative projections about 
implications of future global warming for African peace and security, stirred a vocal 
debate that has continued to until this day (see, e.g., Buhaug 2010, 2014; Cane et al. 
2014; Hsiang and Meng 2014; O’Loughlin et al. 2014a, 2014b; Raleigh et al. 2014).

In 2012, the second major compilation of climate-conflict research was published 
as a special issue of the Journal of Peace Research (Gleditsch 2012). Overall, the con-
tributions provided mixed and inconclusive evidence for a systematic climate effect. 
For example, Hendrix and Salehyan (2012) and Raleigh and Kniveton (2012) found 
that both positive and negative deviations from normal rainfall increase conflict risk 
(although the exact shape of the relationship differs between different conflict types). 
In other words, countries can face increased risk for civil wars in the face of too little 
or too much rainfall.

Among studies focusing squarely on local communal violence, Meier et al. (2007) 
reported a weak and insignificant effect of rainfall on conflict in East Africa. Their 
conclusion that cattle raiding occurs more frequently during times of ample vegetation 
density also contradicts the traditional scarcity narrative, hinting at predation and loot-
ing behavior being shaped more by environmental and military-tactical opportunities 
than classical grievances. Benjaminsen et al.’s (2012) study of land-use disputes in Mali 
concluded that climate variability at best has a trivial effect, whereas Theisen (2012) 
found that below-average rainfall is associated with a reduction in conflict events across 
Kenya (see also Witsenburg and Adano 2009). Other studies have contributed to the 
confusion by reporting that negative deviations from normal rainfall either increase 
conflict risk (Fjelde and von Uexkull 2012), have little effect (O’Loughlin et al. 2012), 
or are associated with a lowered incidence of conflict (Detges 2014; Salehyan and Hen-
drix 2014). The origin of such discrepancies in findings may be traced to differences in 
conflict data, level of aggregation, sample coverage, and model specification.

The most up-to-date research, epitomized by a third special issue on climate change 
and conflict (Salehyan 2014), has done little to rectify the confusing and contradic-
tory empirical results of climate impacts on violent conflict. Some have concluded 
that the contradictory results are driven primarily by modeling choices: some studies 
exclude control variables that might plausibly be affected by climatic factors—like a 
drought exerting a drag on economic growth, which might also affect conflict on-
set—and thus produce biased coefficient estimates, and instead use time and country 
fixed effects and panel-specific or region-specific time trends to identify the impact of 
climatic fluctuations on conflict (Burke et al. 2009; Hsiang et al. 2013). Others (Bu-
haug 2010; O’Loughlin, Linke, and Witmer 2014b; Theisen et al. 2011/2012) argue 
that control variables are necessary to place the relative causal weight of climatic fac-
tors in context, to facilitate modeling interactive and conditional relationships, and to 
address the confounding effects of factors (such as economic development) that may 
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also trend over time. At least one recent study attempts to reconcile findings across 
these different model specifications, finding a positive relationship between rainfall 
abundance and conflict (Salehyan and Hendrix 2014).

There is somewhat more empirical support for a link between anomalous weather 
and low-intensity communal conflict (e.g., von Uexkull 2014) than between climate 
variability and civil conflict (e.g., Buhaug et al. 2014), although any manifestation of a 
causal climate effect is likely to depend on contextual conditions and the vulnerability of 
the local population that hitherto has not been properly modeled and understood (see 
Busby et al. 2014; Ide et al. 2014). We return to the significance of indirect mechanisms 
and context below. Tellingly of the state of the art, recent reviews of the literature almost 
uniformly conclude that there is a lack of convergence on the climate-conflict relation-
ship (Adger et al. 2014; Bernauer et al. 2012; Buhaug et al. 2014; Klomp and Bulte 
2013; Meierding 2013; Salehyan 2014; for a dissenting voice, see Hsiang et al. 2013).

Indirect Effects and Mediated Effects

Save for some work linking environmental conditions to conflict via either eco-
nomic growth (Miguel et al. 2004) or food prices and agricultural productivity 
(Smith 2014; Wischnath and Buhaug 2014), discussions of indirect causation largely 
have been absent from analyses of environmental impacts on conflict. To the extent 
that the conflict literature has addressed environmental variables, these variables are 
typically included on the right-hand side of the equation along with other economic, 
political, and geographic factors, such as economic development, the strength and 
coherence of political institutions, and primary commodity dependence. Setting 
aside the various problems of endogeneity that arise from the interplay of political in-
stitutions, patterns of economic development, and resource dependence, part of the 
effect of environmental factors on conflict may flow through these indirect channels. 
That is, environmental factors may help explain why some countries are wealthier 
(poorer) and have stronger (weaker) institutions, and are more (less) commodity-
dependent and thus are less (more) conflict prone.

Environmental factors play a large indirect role in political and economic develop-
ment. Olsson and Hibbs (2004) use prehistorical data on initial biological endow-
ments at the time of the transition to agriculture to estimate present-day levels of 
wealth, finding that areas with appropriate endowments of domesticable plant and 
animal life are indeed wealthier than those with less accommodating biological 
endowments, even in the presence of controls for institutional quality. Acemoglu, 
Johnson, and Robinson (2001) and Rodrik, Subramanian, and Trebbi (2004) find 
that environmental conditions have a strong indirect effect on economic growth by 
influencing the quality of political and legal institutions.

These arguments hinge on the effects of disease environments on settler mortality 
rates and on the types of political and legal institutions that developed. Where en-
vironmental conditions approximated those in continental Europe, colonizers were 
more likely to establish large European-descended populations and European-like 
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political and legal institutions, with protections on private property and checks and 
balances against government expropriation. Where environmental conditions did 
not sustain large settler populations due to high disease burdens and mortality rates, 
more extractive, bureaucratically weak institutions were put in place. In general, 
these insights have not been widely incorporated by the scholarly community study-
ing environmental impacts on conflict, but they suggest that many factors related to 
the onset of civil war (e.g., political institutions, economic growth) may be related 
to environmental conditions in a country’s historical development.

There is also evidence that environmental impacts on conflict are more likely to 
emerge in particular political, socio-demographic, and economic contexts. While link-
ages at the global scale are contested, more consistent evidence for environmental influ-
ences on conflict has emerged at the regional scale in Africa and Asia, two regions char-
acterized by low state capacity and weak legal institutions, comparatively exclusionary 
patterns of rule, and high levels of ethnic polarization (Meier, Bond, and Bond 2007; 
Hendrix and Glaser 2007; Eck 2014; Salehyan and Hendrix 2014). While Salehyan 
and Hendrix (2014) find a positive relationship between precipitation anomalies and 
various conflict indicators in a global sample, these correlations are both statistically 
and substantively much stronger when the sample is stratified according to economic 
development (below 50th percentile), agriculture as a percent of GDP (above 50th 
percentile), and region, with both Africa and Asia showing stronger correlations. These 
findings suggest that one way to break any link between environmental conditions and 
conflict outcomes is for societies to develop economically to the point where economic 
conditions are not so tightly coupled with environmental conditions.

CONFLICT EFFECTS ON THE ENVIRONMENT

While the causal relationship of environmental conditions on conflict is contested, 
evidence for the reverse relationship—that conflict has negative consequences for the 
environment—is much less controversial. Conventional interstate warfare often cre-
ated “warzone refugia,” or zones where human activity was curtailed due to fighting, 
where ecosystems could flourish. Examples include the rebound in North Atlantic 
fish populations as a result of fishing pressure curtailed by submarine warfare and 
the protected ecosystem that flourishes in the Korean demilitarized zone (Martin and 
Szuter 1999; Jennings, Kaiser, and Reynolds 2001). Modern civil conflicts, however, 
have more uniformly negative effects on wildlife and wildlife habitats (Dudley et 
al. 2002), with particularly devastating effects for large mammals that require large 
habitats or are a source of food during crises.

Conflict adversely affects environmental conditions through four primary mecha-
nisms: (1) population displacement and unsustainable coping strategies, (2) coun-
terinsurgency strategy, (3) “crowding out” effects and shortened time horizons, and 
(4) the emergence of destructive wartime political economies. Via these mechanisms, 
conflict can create further resource competition, contributing to a cycle of violence 
(UNEP 2009).
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Violence and the fear of future violence create incentives to migrate in search of 
safety, both across borders and within affected countries (Collier et al. 2003; Moore 
and Shellman 2004, 2007). The choice to leave is often an arduous one: Staying 
and risking harm must be balanced against flight to safety, which entails the loss 
of property, livelihood, and community. This is especially impoverishing for rural 
populations whose main store of wealth is often livestock. For example, 80 percent of 
Mozambique’s cattle stocks were liquidated during the peak years of combat between 
the FRELIMO government and RENAMO rebels (Collier et al. 2003).

Refugees often wind up inhabiting marginal lands with few economic prospects, 
making them dependent on humanitarian assistance and unsustainable foraging 
strategies for food, shelter, and energy (Jacobsen 1997; Gleditsch and Salehyan 
2006). For example, refugees of the Rwandan civil war in the Democratic Republic 
of Congo deforested roughly 3,800 hectares (38 km2) within three weeks of their ar-
rival in and around Goma (Biswas and Tortajada-Quiroz 1996). These unsustainable 
foraging strategies extend to combatants as well: armed groups in the eastern Congo 
were implicated in the slaughter of gorillas, a highly endangered species, for meat 
(Draulans and Van Krunkelsven 2002). In general, these foraging practices harm 
ecosystems and the wildlife they support.

In an analysis using matching techniques, Monte Carlo simulations and other sta-
tistical techniques of how armed civil conflict affects the Millennium Development 
Goals, Gates et al. (2012) find that armed conflict was significantly associated with 
degradation of potable water, which in turn is associated with increased infant and 
child mortality rates. Especially in unplanned camps, poor sanitation and human 
waste treatment can foul local water supplies, further exacerbating problems of access 
to drinking water (Connolly et al. 2004). Over the longer term, political instability 
inhibits the ability of the state to engage in disease eradication programs and extend 
public health systems into rural areas. Countries where conflict has been prevalent 
in the post–World War II era have performed much worse in eradicating malaria 
than countries where political stability has prevailed (Hendrix and Gleditsch 2012).

Environmental destruction and degradation can also be part of deliberate 
counterinsurgency operations. Insurgent forces are almost always outnumbered 
and outgunned by the state forces against which they rebel. As such, they tend to 
rely on guerrilla tactics that make use of cover provided by forests, tall grasslands, 
and marshes, as well as local communities (Mao 1961; Guevara 1968). Frustrated 
by these tactics, governments often respond with a strategy of “draining the sea”: 
denying the insurgents operating space by inflicting hardships on the local popula-
tion and removing the cover from which they launch attacks (Valentio, Huth, and 
Balch-Lindsay 2004; Downes 2007). In some instances, this means targeting the 
food supply through crop burning, salting of fields, and cutting off access to mar-
kets (Hendrix and Brinkman 2013). In conflicts ranging from the Second Boer War 
(1899–1902) to the Ethiopian-Eritrean civil war (1964–1991), food denial has been 
a central component of many counterinsurgency campaigns.

In others, it means denying insurgents cover by destroying the forests they use for 
concealment. Strategic deforestation was pursued famously by the United Kingdom 
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during the Malay Emergency (1948–1960) and the United States during the Vietnam 
War under the auspices of Operation Ranch Hand (1962–1971). In both instances, 
counterinsurgency operations involved aerial spraying of herbicides and pesticides 
to deprive the insurgents of food (targeting rice paddies) as well as cover and supply 
lines (forests). Variants of this strategy, however, have been used for centuries: Russian 
forces cut down forests to deny Chechen rebels sanctuary during the Caucasian War 
(1817–1864), and Julius Caesar’s legions were known to cut down adjacent forests in 
order to prevent hit-and-run attacks while on campaign in Gaul (Archer et al. 2002; 
Caesar 1907).

Civil conflicts can contribute to increased environmental degradation by “crowd-
ing out” other forms of economic activity and making populations more reliant on 
natural resource extraction as a means of survival. Many types of economic activity 
that make intense use of movable assets (light manufacturing, services) also take 
flight from conflict zones, leaving those activities that make use of fixed assets—like 
many natural resources—as the default sector (Boix 2008).

Because civil conflict often entails a breakdown in state authority structures, 
property rights become insecure, encouraging actors to harvest natural resources at 
unsustainable rates for fear they will not have access to those resources in the future 
and therefore not benefit from current conservation efforts. A 2003 post-conflict 
environmental assessment in Afghanistan found that half the country’s natural pis-
tachio woodlands had been cut down in order to sell the wood or hoard it for fuel 
due to fears that the communities would lose access to these woodlands in the future 
(UNEP 2003). While this relationship holds for many primary commodities and 
foraged goods, exploitation of diamonds, oil, and fisheries appears to decline during 
conflict (Hendrix and Glaser 2011; Mitchell and Thies 2012). However, it is likely 
that these declines are in part due to the breakdown of property rights and evasion 
of taxation through sale on black markets.

Whereas the previous mechanism regards the coping strategies of conflict-affected 
populations, the final mechanism regards opportunistic behavior by conflict actors. 
The same breakdown in state authority provides insurgents, local warlords, and often 
members of the military with opportunities to enrich themselves through the illegal 
harvesting of natural resources, including mineral resources (diamonds, gold, tin, 
tungsten, tantalum, etc.), forest resources (“conflict timber,” generally exotic hard-
woods), and wildlife (illegal poaching, either for bush meat or for international mar-
kets for exotic animal products, e.g., rhino horn and elephant tusks) (Bannon and 
Collier 2003). This mechanism has received the most international attention due to 
its reliance on international markets and trade and the role Western consumers have 
played in first creating and later attempting to deny export markets for these goods, 
sometimes with negative consequences for legal mining operations in conflict-
affected countries (Haufler 2009; Autesserre 2012). Other work has highlighted the 
effectiveness of transboundary management of gorilla populations, including anti-
poaching activities, in the Virunga Massif, one of the most conflict-affected regions 
in central Africa (Martin et al. 2011).
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REMAINING CHALLENGES AND RESEARCH PRIORITIES

Methodological Challenges: Data Quality and Appropriate Research Design

One of the critical problems in the examination of the causal relationship between 
the environment and civil conflict has been the lack of distinction between different 
forms of conflict.3 The UCDP4 dataset differentiates the various forms of civil con-
flict in terms of political incompatibility, severity, and the actors involved. For any 
type of armed conflict to be considered to be active, at least one of the parties of the 
primary dyad (pair of actors) comprising the conflict must incur twenty-five battle 
casualties in a calendar year. Armed civil conflict involves the state and at least one 
non-state actor. Non-state conflict involves two non-state actors. One-sided violence 
involves the state or a non-state actor that kills at least twenty-five unorganized civil-
ians in a year. Given the distinct nature of these three forms of conflict, to presume 
that environmental factors would affect all forms of conflict through the same causal 
pathways is untenable.

The quantitative analysis of the effect of environmental factors on civil conflict 
must address a number of problems relating to the characteristics of cross-national, 
cross-temporal intrastate conflict data (or conflict panel data). The fundamental 
advantage of studying civil conflict through the use of conflict panel data is that 
the cross-sectional characteristics allow for greater flexibility in modeling differences 
across countries. Single-country cross-temporal cross-sectional studies (where the 
units of analysis are sub-national entities, such as administrative regions, grid cells, or 
distinct population groups) offer opportunities to better understand micro-motives 
underlying the relationship between the environment and armed conflict. Conflict 
data are based on the concept that armed civil conflict is an event. Such analyses, 
therefore, constitute some form of event analysis, regarding armed conflict onset. 
Conflict data tend to suffer from three fundamental problems: non-independence, 
endogeneity, and omitted variable bias (including unmeasured heterogeneity bias). 
Different statistical techniques are better at dealing with each of these problems than 
others. The following paragraphs elaborate on these challenges.

Conflict data tend to be characterized by complex dependence structures. As 
noted above, a country’s conflict history significantly affects the risk of civil conflict. 
Obviously civil conflicts are temporally dependent. They also may be spatially de-
pendent, though this finding is less clear from the literature. Any statistical analysis 
of civil conflict must account for this lack of independence across cases. Fortunately, 
a variety of statistical techniques have been designed to address the problems of 
spatial and temporal dependence. The lack of independence of events is particularly 
problematic for the analysis of environment on conflict. For example, a society’s 
previous experiences with environmental shocks will affect future shocks.

A related limitation is the almost exclusive focus on the environment as a possible 
driver of conflict outbreak or of specific conflict events. Extant research offers little 
insight on how environmental conditions and changes affect the dynamics of conflict, 
such as escalation, duration, and diffusion of hostilities, as well as the prospect for suc-
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cessful and lasting conflict resolution. Even though resource scarcities may be weakly 
related to civil conflict risk in general, this cannot be taken as evidence that renewable 
resources are always unrelated to conflict. For example, some see the durable drought 
and resultant agricultural decline in Syria in the years preceding the civil war as a 
contributing cause to the initial antigovernment protests in 2011 (Kelley et al. 2015), 
although existing political and socioeconomic stressors, influx of arms and know-how 
from proximate war zones, and the wave of ideological awakening that swept across the 
Middle East and North Africa certainly laid the ground for the hostilities.

Endogeneity, or the potential that the outcome (conflict) is actually the cause 
of the purported cause (environmental scarcity/degradation) is another problem. 
Most econometric studies of civil war have examined the onset of armed conflict. 
They have not, however, accounted for the endogenized effect of civil war on other 
variables. Countries racked by years of war will tend to be characterized by a lack 
of economic development. Similarly, democratic institutions are often weakened by 
civil conflict. This weakening in turn is often associated with political change and 
instability. The relationship between environment and armed conflict is wrought 
with endogeneity. If environmental factors alter the probability of conflict onset, the 
conflict itself is likely to alter the environment. Indeed, the average conflict probably 
has a much larger negative impact on local environmental conditions than the other 
way around. Analyzing the effect from degradation to conflict without accounting 
for the reverse relationship thus will produce biased estimates.

One way to address problems of endogeneity is to design an experiment to assess 
causality. A classic experimental design would involve subjecting two similar areas 
to two conditions: a treatment (e.g., climate change) and a control (e.g., no climate 
change). For civil war research, such an experiment would be infeasible, unadvisable, 
and unethical. Rather than employing a classical experimental design, the use of an 
instrumental variable (IV) allows us to perform a kind of post hoc quasi-experiment. 
The trick is to find an IV that is uncorrelated with the error term (thus meaning it 
is uncorrelated with the dependent variable) while correlated with the explanatory 
variable. The instrument predicts the treatment (the explanatory variable in ques-
tion—in our case an environmental indicator) but does not affect the outcome (the 
onset of armed conflict) other than through the treatment. The IV estimate thus 
provides an estimate of the average treatment effect for those whose behavior is af-
fected in the manner predicted.

As mentioned above, an early application of an IV approach to the study of civil 
war onset was Miguel et al. (2004), who asked: Do economic conditions affect civil 
conflict? The endogeneity problem is that civil war is bad for an economy. The de-
pendent variable (Y) is the presence of an UCDP armed civil conflict in a country 
year. The explanatory variable (X) measuring the economy is per capita income 
growth. The posited relationship is X causes Y, but we have good evidence that Y 
affects X. To address the endogeneity problem, the authors employ an instrumental 
variable, change in annual rainfall, which is correlated with X, but not with Y. Note 
the relationship—change in rainfall was not associated with armed conflict onset. 
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(We discuss this below.) The problem with instrumental variables is that identify-
ing an IV is more art than science. Finding an IV that is correlated with X and not 
with Y is often extremely difficult; in particular, rainfall may affect conflict patterns 
through mechanisms other than economic growth (Dunning 2008b). The more one 
knows about the factors that affect X, the more likely a good IV can be found, but 
it often requires some creativity and thinking outside the box.

Omitted variable bias is an even stickier problem for the quantitative analysis of 
the effect of environmental factors on civil conflict onset. A posited theoretical rela-
tionship typically does not specify all the variables that should be held constant when 
estimating the relationship. As our understanding of civil war, and more particularly 
of the relationship between environment and armed conflict, is underdeveloped, 
omitted variable bias will often be present. An omitted variable (e.g., colonial legacy) 
that is correlated with both the explanatory (e.g., resource dependence) and outcome 
variable (e.g., political instability) will lead to a biased estimation of the causal rela-
tionship under investigation.

The art of research design is to combine theory, data, and statistical analysis 
to produce credible causal inference. Good designs address the problems of non-
independence, endogeneity, and omitted variable bias. A theoretical focus on mecha-
nisms and causal processes is essential to the development of a good design.

Theoretical Challenges: Identifying Causal Mechanisms and Context

Armed conflicts originate, persist, and terminate with human decisions. To have 
armed conflict, people must make the decision to take up arms and engage in vio-
lence. The manner in which violence is engaged, and who it is that engages, will 
shape the nature of the conflict. It also determines whether and how environmental 
factors affect the onset of armed conflict. Civil conflict varies in form according to 
the nature of combat, the actors involved, severity, duration, location, capability 
ratios, and goals of actors.

Location and nature of combat are closely linked, serving to define the form of 
armed conflict fought. One form of communal violence (classified as non-state ac-
tor conflict by UCDP) typically involves violent cattle-rustling taking place in rural 
settings. Another form of communal violence occurs in urban settings, pitting one 
group against another—often manifest in ethnic clashes, but it could pit the general 
public in rioting against shopkeepers. The settings vary, pitting two non-state actors 
against one another, and the resulting violence also tends to be similar in that such 
events tend to be limited to sporadic violence often far below the twenty-five-battle-
death threshold. But here’s the rub—the mechanisms that causally link environmen-
tal factors to armed conflict differ completely. In the rural setting, contestation over 
property plays a central role, either in the form of land or cattle (especially for pasto-
ral people). In an urban setting, economic shocks, such as rising food prices—which 
may or may not be related to environmental conditions—mediated by government 
policies are more important for triggering violence (Smith 2014).
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The manner in which environmental factors may exacerbate contestation over 
property is varied. Such conflicts often tend to fall along the lines of social cleavages, 
particularly in terms of ethnic (religious, racial, linguistic) polarization. Such cleav-
ages serve to unite one group against another through identity. Migration induced by 
environmental factors is one way that could possibly spark a fight over property, par-
ticularly if one ethnic group moves into the territory dominated by another group. 
Among pastoral peoples, the movement of a group and their cattle into another 
group’s traditional grazing grounds, farms, or waterholes might lead to contested 
property rights, wherein the cattle, the water, and the land are all forms of property. 
For example, migratory Fulani herders have been expelled periodically from Ghana 
to Nigeria following clashes with local farmers.

State strength or at least degree of legal authority, especially with regard to enforc-
ing property rights, is another factor that may affect the chances of violent conflict 
over property rights. Weak states are thereby presumed to be less able to mitigate 
conflict induced by environmental shocks. Enforcement of property rights alone, 
however, is insufficient. Biased property rights, whereby one ethnic group is fa-
vored at the expense of another, are likely to increase the chances of armed conflict, 
since the disadvantaged group has little legal recourse to solve the contestation over 
property (Butler and Gates 2012). Such bias in property rights protection is likely 
to be reflected in patterns of social, political, and economic exclusion manifest in 
horizontal inequality (Murshed and Gates 2003; Østby 2008; Cederman, Gleditsch, 
and Buhaug 2013). The discriminatory treatment of the Maasai, a pastoralist people 
in Tanzania, serves as an example. “Villagization” policies and reforms in property 
rights have fostered an anti-pastoral environment in Tanzania. Livestock are confined 
to “pastoral villages,” but these villages lack adequate pastures and water supplies. 
Competition over these resources (water and pastureland) often leads to violence. In 
order to understand such farmer-herder conflict, one also must take political factors 
into account, such as policies related to land tenure, livestock confinement, and vil-
lagization (Benjaminsen et al 2009).

As for the logic of cattle raiding, fat healthy cattle should be more desirable than 
those starving or diseased; hence we should expect, all things being equal, that re-
source abundance leads to more cattle rustling. Plenty of rainfall (without extensive 
flooding) will result in good grazing and healthy fat cattle. But if resource allocations 
are highly asymmetric, a poorly endowed group would be expected to engage in raids 
and the richer group to retaliate. In this regard, arguments of resource plenty and 
scarcity are insufficient. Relative allocation of resources between groups is critical to 
understanding how environment is causally linked to armed civil conflict.

In an urban environment (or at least in environments of dense population), the 
mechanisms by which environmental factors would affect armed civil conflict tend to 
be economic in nature, whereby the general public or a group reacts to an economic 
shock and riots. Economic growth (or growth shocks), food price shocks, and food 
shortages (in the extreme leading to famine) are often posited to be the critical links 
of causality. Whether these shocks are transitory or permanent could be important.
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On occasion, these events can escalate. Riots can continue for days. More and 
more people may join the protest, culminating in mass movements. The riots spread. 
The government’s response in turn plays a big role in shaping the escalatory process 
and the death toll. These escalation dynamics serve to sustain violence affecting du-
ration and severity. In Syria, the al-Assad regime refused to grant significant conces-
sions to the protesters, and the uprising of 2011 quickly turned into a bloody war, 
in contrast to the relatively swift “Jasmine Revolution” in Tunisia only weeks earlier.

While a riot or a violent dispute over property may occur more or less spontane-
ously, sustained violence requires organization and leadership. Recruitment and 
mobilization play a central role. The composition of the population in terms of 
ethnic or regional identity and polarization will affect the degree to which a group 
can mobilize support. The more people become involved, the more likely the state 
will become involved if it is not already part of the conflict from the beginning. In 
this way, non-state conflicts can evolve into armed civil conflict involving the state 
and non-state actors. In rural settings, the conflict may develop into an insurgency. 
In an urban setting a riot may become a revolution. Environmental factors spark 
violence through an intervening mechanism (such as a food price shock or a dispute 
over property). The initial violence may be localized and involve few or no casualties, 
but if the conflict escalates it is likely to be more severe.

Escalatory dynamics allow for non-state actor conflict to escalate to civil conflict 
when the state becomes involved as a belligerent. One-sided conflict as it relates to 
environmental factors is not so clearly related. Brutal authoritarian governments 
such as that of North Korea and the Derg in Ethiopia have used famine as a political 
tool of oppression. But this is a case of political opportunism, rather than a case of 
famine causing one-sided conflict. We will therefore not consider one-sided violence 
in this chapter.

The theoretical focus on the causal link between environment and armed conflict 
has shifted from a general consideration of resource scarcity (or plenty) to specific 
aspects of weather that relate to climate change, such as rainfall and temperature de-
viations. Rainfall (whether too much, resulting in flooding, or too little, which leads 
to drought) fits nicely in the framework of resource scarcity and plenty, exclusion 
and privilege. High temperatures do not fit so nicely. Of course, sustained high tem-
peratures will be associated with inadequate water for plants or animals or humans, 
which highlights scarcity. But high temperatures are often seen to be associated with 
violent behavior in general, taking on an individual psychological dimension. If high 
temperatures occur in association with a highly polarized environment pitting one 
group against another, violence may be triggered and escalate.

More and more research has begun to link the environment/climate variables 
to conflict via identified and explicitly tested intermediate effects, such as agro-
economic shocks, migration, the role of the state in enforcing property rights, and 
degree of ethnic polarization (e.g., Koubi et al. 2012; Wischnath and Buhaug 2014). 
The use of rainfall deviation as an instrument for economic shocks serves to model 
the role of economic shocks as an intervening variable between environment and 
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armed conflict and to account for the endogenous relationship between conflict and 
economic growth. We need to explore more fully how environmental factors interact 
with other forces that increase the risks for civil wars.

CONCLUSION

Despite an intellectual history that dates back at least three centuries, the links 
between environmental conditions, resource scarcity, and civil war have yet to be 
fully disentangled. Nevertheless, the last twenty years have seen significant prog-
ress in understanding how environmental conditions affect conflict, both directly 
and through their effects on the developmental trajectories of states against which 
rebellion occurs. Moreover, the recognition that conflict itself exerts significant en-
vironmental tolls constitutes an important series of findings that make conflict an 
environmental—not just humanitarian, political, or economic—issue.

This chapter reviews the now considerable literature on environmental conditions 
and conflict, concluding that no single, universal relationship between environmen-
tal scarcity and conflict exists, but rather that relationships are largely scale depen-
dent and contingent on other social, political, and demographic factors. However, 
it finds more uniformly negative effects of conflict on environmental conditions. 
Finally, while this literature has expanded rapidly in the past decade, especially fol-
lowing the 2007 Nobel Peace Prize awarded to the IPCC for its work on climate 
change, it is still in its relative infancy. The chapter concludes with challenges and 
opportunities for future research with respect to research design and the theoretical/
empirical identification of more nuanced, context-specific causal mechanisms.

To many, the idea that human interactions—in particular, peace and conflict—
could be shaped by their environment will be a source of consternation. The idea 
that humans are not masters of their environment, but rather products of it, goes 
against the concepts of human agency and choice, which are ingrained in both our 
philosophical and normative notions of what makes us human in the first place. 
Whatever the ultimate resolution of scholarly debates discussed herein, this chap-
ter does not treat environmental conditions as determinative of human behavior, 
but rather as embedding human interactions within a system of incentives and 
constraints. This perspective is consistent with the generally accepted notion that 
institutions, by establishing incentive structures and norms of interaction, affect hu-
man interactions. Given the magnitude of environmental shifts that have attended 
industrialization, globalization, and climate change, a better understanding of the 
ways environmental conditions shape peace and conflict is crucial.
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Why are some countries trapped in cycles of civil conflict while others are relatively 
peaceful? Why do some dissident groups use nonviolent strategies while others resort 
to arms? When do combatants in a civil war choose to negotiate and come to a settle-
ment rather than continue to fight? Such questions are at the heart of contemporary 
civil war research, and scholars have advanced several theories of conflict onset, 
duration, and resolution, among other topics. While theories of conflict can often 
be abstract, they usually suggest empirical implications that can be tested against 
observable data. Ultimately, a theory is primarily helpful insofar as it helps us resolve 
puzzles. The best test of this is normally whether the theory makes predictions about 
behavior in the real world and whether these predictions are consistent with the best 
available evidence. This evidence can be qualitative or quantitative; it can be based 
on surveys and interviews or archival research; or it can be taken from current news 
sources. The task of the researcher is to identify what types of evidence are needed 
to corroborate or falsify a hypothesis and subject one’s theories to empirical scrutiny.

In this chapter, we focus specifically on large-scale, quantitative data on civil war 
that compares across countries as well as historical periods. While much can be 
learned by examining a single case, conflict scholars are usually concerned about 
general trends or seek to develop theories that are more general in nature. Empirical 
studies of civil conflict and political violence have progressed at a rapid pace over the 
last several years. These developments have been driven in part by the many exciting 
new data sources that have become available. The Correlates of War (COW) proj-
ect1 is a long-standing research project commonly used in studies of international 
as well as civil conflict. Drawing on various earlier data collection efforts, includ-
ing most notably Richardson’s data (1960) on wars from 1815 to 1945, the COW 
Project provided the first comprehensive dataset on civil wars from 1816, defined as 
domestic conflicts requiring at least one thousand battle-related deaths (Small and 
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Singer 1982; Sarkees and Wayman 2010). Later, the Uppsala Conflict Data Project 
and Peace Research Institute Oslo introduced the Armed Conflict Dataset (ACD) 
with a lower battle-deaths threshold of twenty-five in a calendar year, although this 
dataset remains limited to the post–World War II era (Gleditsch et al. 2002). The 
Cross-Polity Time-Series Data project by Banks (1971) provided counts of different 
types of conflictual events, including riots and demonstrations, based on newspaper 
reports. For those interested in ethnic protests and rebellions, the Minorities at Risk 
Project (Gurr 2000)2 provides useful information on the use of political violence by 
ethno-national groups around the world. Each of these resources has its strengths 
and weaknesses and continues to be used by the scholarly community, attesting to 
the staying power of such comprehensive data projects.

Until recently, quantitative studies on civil war largely used binary indicators of 
the presence/absence of a civil war in a particular country during a given year (e.g., 
Collier and Hoeffler 1998; Fearon and Laitin 2003). However, scholars have in-
creasingly come to recognize the limitations of using the country/year as the unit of 
analysis and a simple dichotomy of war and peace (or, more appropriately, absence of 
war). Conceptually, civil conflict is not a binary “state of affairs” but reflects a num-
ber of social, geographic, and organizational dynamics that early quantitative studies 
of war did not take into account. Looking at countries as a whole, for example, 
masks considerable variation across geographic space where fighting occurs. For ex-
ample, civil conflicts in the Caucasus region of Russia have been relatively confined 
within a small geographic area that differed significantly from the rest of the coun-
try, while country-level data would simply code the entire state of Russia as being 
“at war.” Covariates of civil conflict, such as mountainous terrain, oil dependence, 
ethnic fractionalization, gross domestic product, and so on, for a country as large 
and complex as Russia, could hardly capture the local-level context of the Chechen 
conflict. And while the country may be too encompassing as a unit in some cases, 
in other contexts the state may be too limiting as a conceptual unit. The wars in the 
Great Lakes region of Africa, for example, have witnessed rebel groups that were not 
constrained by borders, but that exhibited strong transnational linkages across the 
Democratic Republic of Congo, Rwanda, Burundi, and Uganda.

Scholars have also paid greater attention to dynamic processes and conflict esca-
lation/de-escalation at different temporal intervals. Some civil wars last only a few 
weeks or months; the Libyan conflict in 2011 lasted from February to October, 
for example. Moreover, there is often a series of conflictual events—protests, riots, 
small-scale armed attacks—that precipitate an outbreak of full-scale armed violence. 
The Syrian crisis, for instance, began with a series of protests across the country, but 
quickly escalated to bloodshed as militant groups began to target the state and gov-
ernment sympathizers. These escalatory dynamics from low-level unrest to war belies 
a simple dichotomous accounting of the presence or absence of conflict. Binary 
indicators of war cannot account for variation in conflict intensity, as measured by 
the number of deaths or the frequency of armed attacks within a given year. Across 
civil conflicts around the world, some are clearly more intense and cause many more 
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deaths and displacements than others. Even within a single conflict, there are often 
periods of intense fighting and other periods of relative calm.

Finally, country-level indicators could not account for the particular actors who 
fight and contest power in civil wars. In this regard, studies of civil war stand in 
stark contrast to studies of international conflict. In looking at international war, 
scholars have a relatively well-defined set of recognized states. This enables research-
ers to look at dyadic interactions and relative capabilities across countries. Findings 
in the international conflict literature demonstrate that pairs of democratic states are 
less likely to fight one another (Oneal and Russett 1999), that the relative military 
capabilities between states are important for the risk of war (Bremer 1992), and that 
dyadic commercial ties incline states toward peace (Gartzke 2007). Each of these 
findings implies comparisons and interactions between state actors. In the civil war 
literature, researchers cannot adequately evaluate theories of rebel-government inter-
actions through analyses employing crude country/year data and a dichotomous war/
peace dependent variable. Scholarship was therefore largely focused on structural 
covariates of conflict, such as oil dependence or per capita Gross Domestic Product, 
and variables that measured features of the state, such as the level of democracy. This 
approach was far removed from the theoretical arguments that motivated empirical 
analysis in the first place such as the opportunity costs of rebels (Collier and Hoeffler 
2004) or the role of state capacity in fighting insurgents (Fearon and Laitin 2003). 
In assessing key questions such as the duration of conflict, war outcomes, third party 
interventions, and so on, ignoring factors such as rebel strength, organizational struc-
ture, and funding sources omits several important features of the war and ignores 
variation across rebel movements.

Earlier generations of data collection on civil war were quite impressive and con-
tinue to be used by researchers. Yet with the advent of the Internet, online archives, 
social media, and near real-time reporting on conflict, current generations of re-
searchers have far more access to information than ever before. This has enabled the 
rapid accumulation of new data on conflict events, locations, and actors. We now 
have much more fine-grained data on conflict and multiple data structures and units 
of analysis to choose from. There has been a move toward temporal and geographic 
disaggregation of data (i.e., looking at shorter time intervals and smaller geographic 
units): using organizations as the unit of analysis, collecting information on par-
ticular events such as battles and protests, as well as using new technologies such as 
web-scraping and natural language processing to automate data generation. In this 
chapter, we examine several new data sources on conflict and point to promising ar-
eas for future refinement and data collection. To be sure, new data are being collected 
even as we write. Therefore, one critical challenge for the future will be to enable 
scholars to quickly and reliably sort through this glut of information and to ensure 
that data projects are mutually reinforcing rather than redundant or incompatible.

In this chapter, we assess three main areas into which conflict data have expanded 
over the last several years. First, we look at a growing trend toward collecting fine-
grained, geographically disaggregated data on civil conflict. These data have enabled 
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analyses at the sub-national level and are now a mainstay of conflict research. Second, 
we discuss data collected on rebel organizations. These data have enabled new research 
agendas on the organizational characteristics of militant groups and dyadic analyses 
of rebel-government interactions. Third, we examine new trends in event data, which 
seek to provide precise information on particular conflict interactions between dissi-
dents and the state. Such data enable researchers to address temporal sequencing and 
conflict escalation and to examine particular actions taken by protagonists in conflict. 
The overarching theme, then, is the disaggregation of civil war into more nuanced 
temporal, geographic, and organizational units instead of a simple war/peace distinc-
tion. In a final section, because new data projects are currently or soon to be underway, 
we discuss a series of best practices for the collection of data. We emphasize how the 
research community must seek to be as transparent as possible and, when applicable, 
provide data in such a format as to be compatible with other projects. Users of conflict 
data in turn must pay close attention to the documentation and try to ensure that the 
data they consider reflect as best as possible their concept of interests.

NEW DATA ON GEOGRAPHIC FEATURES OF CONFLICT

As noted earlier, previous generations of conflict data often used the entire country 
as the unit of analysis. However, conflict also has a geographic component, with 
conflictual events taking place within specific locations. There is a long-standing 
interest in the impact of geographical features of conflict, especially in international 
relations. An early example includes Richardson’s (1960) pioneering work on bor-
ders and conflict, which pointed to the role of territory as a potential motivation for 
conflict between countries and for opportunities for violent clashes. Drawing in part 
on Lanchester’s (1956) work examining the relative power of antagonists in conflict, 
Boulding (1965) examined the relationship between distance and opportunities for 
conflict. He highlighted the role of the “loss of strength gradient,” where the ability 
of an actor to project force declines with geographical distance. Standard models of 
dyadic conflict opportunities typically include a number of geographical measures 
such as contiguity and distance between states to consider motivation and oppor-
tunities for conflict (see, e.g., Bremer 1992; Oneal and Russet 1999). Finally, many 
studies have looked at the potential for spread of conflict between countries (e.g., 
Gleditsch 2002; Siverson and Starr 1991).

Despite this interest in geography in international relations, civil conflict data 
lacked a clear geographic representation, typically just including the country as a 
whole where conflict occurs. The lack of geographical referents entails a number 
of problems for evaluating arguments about conflict. In the case of interstate war, 
there is an essential difference in the specific locations where a conflict is fought 
between two actors. For example, although the United States may have claimed to 
feel threatened by Iraq prior to the 2003 invasion, we clearly had an asymmetric 
situation, where the United States was able to invade the territory of Iraq, while Iraq 
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lacked the ability to threaten the United States at home. In civil war, it is also often 
the case that actors have differential ability to take the conflict to the enemy. It is rare 
that conflict engulfs an entire country, and normally civil wars take place in confined 
areas, often in the periphery. For example, the civil wars in India have taken place 
mainly in Kashmir and the northeast. If we believe that civil wars are driven by local 
factors, it would be misleading to look at the country as a whole, and not consider 
possible differences between active conflict areas and the rest of the country, such as 
the presence of ethnic groups that perceive themselves to be marginalized.

More recently, there have many efforts to develop new and more comprehensive 
data representing the geographical features of conflict. In the case of civil wars, Bu-
haug and Gates (2002) developed a new dataset that identified the midpoint and 
geographic extent of all the conflict zones in the PRIO/Uppsala Armed Conflict 
dataset. These data allowed them to calculate new measures of the distance between 
conflict zones and capitals as well as their relationship to borders. In brief, they find 
that civil war conflict zones tend to be located far away from capitals (where the 
government presumably has the best ability to project force) and were more likely 
to abut international borders, suggesting that transnational features shape the risk 
of civil wars (Salehyan 2009). Finally, Buhaug and Gates (2002) also find that civil 
wars far away from the capital tend to be more persistent.

The original data developed by Buhaug and Gates were relatively crude, and 
simply assumed a constant radius beyond the midpoint. The core data were sub-
sequently refined to form a spatial polygon, using a GIS data format, clipped to 
national boundaries and with a more refined coding of the actual location of conflict. 
The most recent version of these data is discussed by Hallberg (2012) and Buhaug 
et al. (2011) and identify the specific location of the initial conflict onset and the 
subsequent reach of the conflict. For example, for India there are ten distinct con-
flicts over the period 1989–2008, taking place in different and non-overlapping areas 
of the country, such as Nagaland in the northeast and Kashmir in the northwest. 
Spatial data with explicit geographical representation tend to be more complex than 
traditional data, which can be represented in relatively simple tables. We refer to 
Gleditsch and Weidmann (2012) for more details on how such data are collected and 
organized and on the added complexity in analyses.

A different approach to geographic disaggregation uses specific events or battle 
locations, represented as points on a map, rather than polygons depicting the conflict 
zone. One of the earliest efforts, which looks at both events and locations, the Armed 
Conflict Location and Event Data project (see Raleigh et al. 2010), identifies indi-
vidual events within civil war such as battles and the taking of strategic territory and 
their specific location. These data have been used to examine issues such as the rela-
tionship between population distributions and conflict (Raleigh and Hegre 2009) or 
the relationship between poverty and conflict events (Hegre et al. 2009). Other event 
data projects have similarly started including geographic coordinates, often relying 
on automated computing techniques to locate a geographical location for events (but 
see Hammond and Weidmann 2014 for a discussion of some of the shortcomings).
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The new emphasis on geocoded events has also led to a new approach to coding 
conflict at the Uppsala Conflict Data Program, which launched the Geocoded Event 
Data (GED) project (Sundberg and Melander 2013), covering both civil wars as well 
as non-state or intercommunal conflict. The available data currently cover Africa 
from1989 to 2010, although there are efforts underway to expand the coverage. The 
GED have proposed a new approach to identifying conflict zones, based on the ex-
plicit location of individual battle events and the drawing of conflict polygons around 
the extent of fighting. This avoids some of the potential problems in the Buhaug and 
Gates (2002) approach, where the entire area within the circular space does not neces-
sarily see battle events. Beardsley, Gleditsch, and Lo (2015) use the GED polygons to 
study the geographic extent of conflict, and how they are affected by the character-
istics of rebel groups. They show that groups with a clearly define core territory are 
more likely to fight in a well-defined consistent theater, while groups without strong 
ethnic ties and lacking sufficient military strength to compete with government forces 
in conventional warfare are more likely to roam or fight over a wider area. Beardsley 
and Gleditsch (2015) use these data and provide evidence suggesting that more robust 
peacekeeping with larger troop numbers help contain conflicts.

Although much of the development of spatial conflict data has focused on civil 
war, there have also been similar developments for other types of conflict data. 
In the case of interstate wars, Braithwaite (2010a) developed a new dataset called 
MIDLOC, identifying the geographical location of interstate disputes. These data 
have been used to revisit research on borders of conflict, which had typically been 
carried out the country level and without distinguishing location (Brochman et al. 
2012); the data have also been used to look at the relationship between climate and 
interstate conflict (Gartzke n.d.). There have also been many analyses looking at 
the location of terrorist attacks, using the geographic coordinates in the Global Ter-
rorism Database (Findley and Young 2012). The new interest in the geography of 
conflict has also benefited from a new wave of development of related spatial data, 
including new data on the geography of states and changing borders (Weidmann et 
al. 2010); the settlement areas of ethnic groups (Wucherpfenning et al. 2011); and 
survey data with spatial locations, and satellite data as well as approaches to develop 
spatially varying measures of wealth and population distributions (Nordhaus and 
Chen 2009). Geographically disaggregated data has also led to new interest in the 
appropriate units of analysis to evaluate specific propositions and to some researchers 
using disaggregated grid cell analysis to reflect geographically disaggregated charac-
teristics (Buhaug and Rød 2006; Tollefsen et al. 2012).

One challenge with geographically disaggregated data is that there are few stan-
dard approaches for analyzing smaller units than nation-states. Determining the “ap-
propriate” basis for disaggregation is ultimately a theoretical question and involves 
many practical challenges in combining and integrating data collected at different 
geographical scales. There have been promising efforts to integrate standard formats 
for geographic data that reduce some of the practical challenges for researchers and 
may be helpful for many purposes. The PRIO-GRID data structure uses a standard-
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ized spatial grid, with cells that are 0.5 by 0.5 degrees in area, that contain informa-
tion on conflict locations, socioeconomic data, and climatic variables, among others 
(Tollefsen et al. 2012). The GROWup platform, hosted at the Swiss Federal Institute 
of Technology, is intended to facilitate geographic analyses of conflict and allows re-
searchers to visualize and integrate data on ethnic settlement patterns, administrative 
units, population, wealth, conflict, and other variables in a user-friendly manner.3

Yet, the choice of geographic unit—whether country, administrative division, 
grid cell, and so on—is not a trivial one. The well-known Modifiable Areal Unit 
Problem (MAUP) occurs when analyzing data at different geographic scales yields 
different results (Rød and Buhaug 2006). This is similar to the problems that may 
arise for the temporal resolution, where aggregation to longer intervals may change 
results (Shellman 2008). Typically, researchers do not have good theoretical priors 
about the appropriate geographic size of the unit of analysis. For example, grid cells 
can be defined at any potential resolution—50 by 50km, 100 by 100km, 250 by 
250km, and so on. Administrative units can be defined at the provincial, district, or 
municipal level. Without theoretical guidance about which unit to choose, research 
projects can potentially become incommensurable with one another, and results at 
one geographical scale may not hold at a different scale. Ideally, researchers should 
test their hypotheses at a variety of scales to ensure robustness.

NEW DATA ON ORGANIZATIONAL  
CHARACTERISTICS OF REBEL GROUPS

Civil wars occur because opposition groups choose to use violence in disputes.4 Con-
flicts continue because these organizations choose to keep fighting, and they termi-
nate when all but one actor either cannot fight or actors agree on settlement terms. 
Understanding the onset, duration, and termination of conflicts, then, requires 
understanding why these actors make the choices they do, and empirical analysis 
of these conflict dynamics requires information on how characteristics of the actors 
involved influence their behavior.

Despite the clear importance of organizations to the dynamics of conflict, until 
recently, quantitative studies of civil war tended to focus solely on the characteristics 
of states. Prominent studies of civil war onset, such as Fearon and Laitin (2003) and 
Collier and Hoeffler (2004) did not include any information about dissidents in their 
analyses. Likewise, early studies of the duration and outcome of conflict, such as Ma-
son and Fett (1996), Collier, Hoeffler, and Söderbom (2004), and Fearon (2004) only 
included information, about the country or the government in analyses, on why some 
conflicts last longer than others. This country-level approach stood in sharp contrast to 
the dyadic approach common in studies of interstate war and was likely the result of a 
lack of data. Early civil war datasets, such as Correlates of War data, Fearon and Laitin’s 
(2003) data, and Doyle and Sambanis’s (2000) dataset, included no information on the 
actors involved, not even a list of rebel groups participating in conflict.
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Over the last decade, the amount of data available on characteristics of states and 
rebel groups has expanded greatly, and many scholars have taken advantage of these 
data to examine how the characteristics of actors influence conflict dynamics. The 
most comprehensive and systematic data on rebel groups comes from the Uppsala 
Armed Conflict Dataset, which identifies all rebel groups participating in internal 
armed conflicts.5 The UCDP Dyadic Dataset (Harbom, Melander, and Wallensteen 
2008 and Themner and Wallensteen 2014) splits all of the ACD conflicts into state-
rebel dyads, allowing researchers to examine relationships between the state and the 
opposition over time.

The Non-State Actor (NSA) data (Cunningham et al. 2009, 2013) provide a va-
riety of additional information on each of these rebel groups, expanding the ACD. 
These indicators include the strength of each group (relative to the government); the 
ability of the group to fight, mobilize support, and procure arms (again relative to 
the government); the command structure of the group; and indicators of whether 
the group controls territory and if so, where. Additionally, a series of variables in 
the NSA data provide information about the transnational dimensions of state-rebel 
group dyads, including whether either side receives support from an external state 
(and, if so, what type), indicators of transnational constituency for groups, the use 
of external rebel bases, and other factors.

The NSA data have been used in a variety of statistical studies to analyze how 
characteristics of groups influence the duration and outcome of conflict (Cunning-
ham et al 2009). Salehyan et al. (2014) examine how rebel group characteristics and 
the regime type of external supporters influence rebel decisions to attack civilians. 
Additionally, other scholars have incorporated further information into these data. 
For example, Stanton (2013), Fortna (2015), and Polo and Gleditsch (n.d.) collect 
information on the use of terrorism by rebel groups in civil war and analyze how 
group characteristics affect whether or not they target civilians. Wucherpfennig et al. 
(2012) link the ethnic groups in the Ethnic Power Relations (EPR) project, which 
details the political status of ethnic groups around the world, to rebel groups in the 
ACD. This allows for analyses of how the characteristics of ethnic groups influence 
the behavior of rebels, indicating, for example, that larger excluded ethnic groups are 
more likely to experience civil war, while large included groups are not, and that ex-
cluded ethnic groups tend to be involved in longer civil wars (Cederman, Gleditsch, 
and Buhaug 2013, Wucherpfennig et al. 2012). Thomas (2014) identifies the de-
mands that rebel groups make and examines how these demands influence the way 
governments respond to them. Ongoing data projects analyze how characteristics of 
the leaders of rebel groups, such as whether they are “responsible” for starting the war 
(Prorok n.d.) or how they come into office, influence the duration and termination 
of conflict (Cunningham and Sawyer n.d.).

The proliferation of data on rebel groups has allowed for much more direct test-
ing of theoretical arguments about the behavior of states and rebel groups in civil 
war. These studies have significantly advanced our understanding of what shapes the 
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duration and outcome of civil war, as well as of the behavior of warring parties, such 
as civilian targeting and participation in negotiations. The shift to dyadic analyses 
of civil war has primarily involved analyses of the dynamics of ongoing civil wars. 
Studies of civil war onset, by contrast, still rarely take into account the characteristics 
of potential rebel groups as determinants of whether or not civil wars occur. Identify-
ing a sample of dissident organizations with the potential to turn to violence is more 
challenging than identifying the rebel groups involved in ongoing conflicts.

Despite these challenges, several data projects do provide information on a 
variety of non-state actors that are not directly involved in violence. K. Cun-
ningham (2013, 2014) has identified over 1,200 organizations representing 147 
self-determination movements active from 1960 to 2005. She examines how the 
number of organizations representing each group affects civil war between states 
and self-determination groups. This step opens up the study of violent or nonvio-
lent strategies by opposition groups as an important area of inquiry (Chenoweth 
and Stepan 2008).

Indeed, one promising development in the study of civil unrest is the turn toward 
combining studies of protest movements and violent dissent. The MAROB project 
(Wilkenfeld et al. 2012) identifies information on ethno-political organizations 
in the Middle East and post-Soviet states. These data have been used to examine 
how characteristics of organizations influence whether or not they use violence. K. 
Cunningham et al. (2012) examine how organizational competition affects whether 
organizations decide to abandon nonviolent tactics and take up arms.

The growth in data on rebel groups and other non-state dissident actors has led to 
significant empirical progress and is a thriving area of research. However, limitations 
remain. In particular, two problems stand out. First, the use of this ever-increasing 
amount of data is limited due to difficulties with merging different datasets with one 
another. While scholars of interstate war can use commonly agreed upon state names 
and identification codes to combine information across datasets, data on non-state 
actors often are based on different datasets, use different names, and identify groups 
or collective actors in different ways (Asal et al. 2015). The various projects that are 
based on the UCDP Dyadic Dataset address this problem because they collect infor-
mation on a common set of actors. However, for many other datasets listing different 
actors, combining information is problematic.

Second, while there has been growth in the availability of data on organizations in 
countries and periods without active civil war, these data are still limited to specific 
regions (such as the Middle East) or specific types of actors (ethno-political groups 
or self-determination movements). The studies using these data are informative, 
but their generalizability may be limited by their specific scope. Systematic data on 
dissident organizations with the potential to violently rebel would increase scholars’ 
ability to examine the determinants of the onset of civil war. However, this requires 
systematic theorizing about which groups to include and what types of information 
should be collected.
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NEW DIRECTIONS IN EVENT DATA

The final area of data expansion and disaggregation is on the temporal level. In-
stead of looking at the entire calendar year, event data allow researchers to look at 
particular actions in a conflict at a daily level. Armies and rebel groups attack each 
other (or possibly civilians), and these actions can have significant influence on 
war outcomes, conflict management, and post-conflict politics. Historically, cross-
national analyses of civil war have largely ignored dynamics within conflicts. Some 
scholars have focused on specific features within conflicts, including how territo-
rial control (Kalyvas 2006), electoral competition (Balcells 2010), or international 
conflict (Davis and Moore 1997) affects levels of violence or the relationship be-
tween repression and dissent (Moore 1998, Dugan and Chenoweth 2012). These 
events studies, however, have generally focused on a single or a small number of 
countries. The above studies, for example, focus on Greece, Spain, Zaire, Peru and 
Sri Lanka, and Israel.

In recent years, several new datasets have emerged, providing information on 
conflict events across a range of disputes, allowing for cross-national analyses us-
ing events data. The UCDP Geo-referenced Event Dataset discussed previously 
identifies instances of violence involving organizations that resulted in at least one 
fatality (Sundberg and Melander 2013). These events include violent events occur-
ring within state-rebel group interactions, events that take place as part of conflict 
between non-state actors, and instances of violence against civilians. Because the 
UCDP project uses a threshold of twenty-five deaths in a calendar year to identify 
conflicts, only those violent events that take place as part of a dispute reaching that 
threshold are included in the GED, and any violence outside these is not included.6 
In addition, the UCDP-GED data are currently limited to Africa for the period 
1989–2010.

Another large dataset providing cross-national data on conflict events is the 
Armed Conflict Location Event Dataset (Raleigh et al. 2010). Unlike the UCDP-
GED, ACLED provides information about political violence events without regard 
to whether they take place within a full-scale insurgency or civil war. Additionally, 
ACLED includes both violent and nonviolent events. Thus, there is a wider range of 
events available in the ACLED data than in the UCDP-GED. However, some have 
argued that the UCDP-GED has more precise definitional requirements for which 
events are included in its dataset, and thus its data are potentially more comparable 
across countries.7

ACLED and the UCDP-GED are the most comprehensive events datasets focused 
specifically on civil conflict. Other data have been developed to capture different 
forms of conflict. Terrorism is particularly well covered, with several datasets seeking 
to provide comprehensive data on the occurrence of domestic and transnational ter-
rorism. The Global Terrorism Database (GTD) is perhaps the most comprehensive, 
with data on terrorist events from 1970 to 2013.8 While many of the terrorist attacks 
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in the GTD occur in the context of civil war, the data also identify smaller scale, spo-
radic uses of terrorism. Other events datasets seek to cover a broader range of events. 
The Social Conflict in Africa Database (SCAD) (Salehyan et al. 2012): for example, 
identifies events related to protests, riots, strikes, intercommunal conflict, violence 
against civilians by the government, and others.9 SCAD also contains information 
on actors and targets of conflict events, the number of participants, the number of 
deaths, the use of repression, and the issue-area of the event. These data are also fully 
geocoded, allowing for spatial analyses of civil unrest.

The increasing availability of events data has allowed scholars to more directly 
examine the determinants of violence both within and outside of civil conflicts. 
Hultman, Kathman, and Shannon (2013) aggregate the events in the UCDP-GED 
to code monthly counts of the number or civilians killed by governments and rebel 
groups in civil conflicts, and then examine how the composition of peacekeepers in-
fluences this. They find that civilian killings decline when there are more peacekeep-
ers in a country. This analysis revisits the question of whether “peacekeeping works” 
(Fortna 2008) by looking at its effect on prolonging cease-fires and also demonstrates 
that peacekeeping can reduce civilian victimization.

Events data also provide opportunities for researchers to analyze different forms of 
violence in conjunction with one another. Findley and Young (2012), for example, 
examine the overlap between terrorist attacks and civil war, and find that about 56 
percent of all terrorist attacks take place within geographical areas with ongoing civil 
war. An increasing number of researchers seek to use information from different 
event and nonevent datasets, but the ability to do so is limited by the difficulty with 
attribution and re-aggregation. While it is possible to link events to specific coun-
tries, it is more difficult to link events to the specific actors responsible for them. 
Ascertaining responsibility is often contested as actors either claim responsibility for 
attacks they did not commit or deny involvement in other attacks. Nonetheless, an 
important step for future research would be to better integrate organizational data 
with event data.

One promising direction in the collection of event data is the use of fully auto-
mated or computer-assisted techniques to extract information from news sources 
(Bond et al. 1997; King and Lowe 2003; D’Orazio et al. 2014). With the plethora 
of information readily available through online sources and archives, it is practically 
impossible for human researchers to easily sort through massive amounts of text on 
conflict events. Use of technology, including web-scraping, document classification, 
and natural language processing has certainly come a long way and can be used to 
aid human researchers in their efforts, or replace human coding altogether.10 Such 
methods have the prime advantage of being able to code millions of data points 
relatively quickly. However, for certain more complex tasks—for example, arbitrat-
ing between conflicting accounts of the number of fatalities or event attribution 
to the correct group—the currently available software is limited in its ability to 
interpret events.
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BEST PRACTICES IN DATA COLLECTION

Undoubtedly, there are exciting new data projects currently being developed or in 
the early planning stages. The availability of information about conflict events, es-
pecially through online sources, has been a tremendous asset to conflict researchers. 
Researchers are making use of news archives, social media, pictures and video, and 
crowd sourcing technologies to develop ever more sophisticated data. Several older 
data projects were not archived or documented very well, making it difficult for oth-
ers to validate the final product or understand what the coding and assigned values 
are based on. For current and future data projects, we urge researchers to collect data 
in such a way that others can, as closely as possible, replicate and verify the data- 
generation process. In addition, as data are meant to be integrated with other data, we 
call on scholars to present data in a format that is compatible with existing resources. 
In this section, we discuss a series of best practices in the collection of data, in the 
hope that these will be useful to those contemplating creating data (Salehyan 2014).

First, researchers should be transparent and systematic about the sources they 
consulted for each data point. Others should be able to consult the same sources and 
come to the same conclusions about a conflict event, rebel organization, or other at-
tribute of the war. Often, sources contain conflicting information, particularly about 
sensitive subjects such as sexual violence or mass killings. Therefore, researchers 
should be as clear as possible as to how final coding decisions were made and how 
discrepancies in source material are dealt with.

Second, scholars should be aware of reporting bias in their sources. One type of 
bias involves nonreporting on a point of interest. Are conflict events more likely to 
be reported in certain areas of the country (e.g., urban centers) than in peripheral 
rural areas? Do journalists, nongovernmental agencies, and other reporting sources 
lack access to certain information, such as the internal politics of rebel organizations? 
Are certain types of events more likely to be reported on than others? For example, 
the media tend to report on violent events more than peaceful action. Such reporting 
bias may require additional effort to find information about certain features of the 
conflict. Some have suggested potential remedies for the problem, such as including 
covariates of detection or estimating the rate at which data are missing for specific 
observations (Hug 2003; Li 2005; Drakos and Gofas 2006; Hendrix and Salehyan 
2015). Another type of bias pertains to the information that is presented in a report. 
Activist groups may have an incentive to inflate the number of people they brought 
out to the streets, government sources may wish to cast blame on rebels for atrocities, 
and journalists may not be entirely neutral when covering events. Comparing the in-
formation across sources and being transparent about which sources are used, which 
are discarded, and the degree of certainty is essential to arbitrate between potentially 
biased accounts (see Davenport and Ball 2002; Poe et al. 2002).

Third, researchers should have clear coding rules and ensure the reliability of nu-
meric values. The “real world” is complex and each conflict undoubtedly has unique 
characteristics. The task of collecting data requires that trained researchers sort 
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through this complexity and provide relatively simple, quantitative representations 
of the facts of a particular case. Clear coding rules must be developed and presented 
along with the data such that others can assess how judgments are made. Scholars 
should also report inter-coder reliability statistics—or the rate of agreement across 
coders—along with their data, especially for values that are potentially ambiguous. 
Difficult cases, or those that do not quite fit the strictures of a coding rule, should 
be noted and documented along with the researcher’s justification for why a decision 
was made.

Finally, researchers should share their data on easily accessible platforms and en-
sure that their data are compatible with other resources. Too often, data are stored 
on personal websites, which require others to be familiar with that person’s work 
in order to find and access the data. Free resources such as the Dataverse Network 
project11 allow researchers to post their work along with metadata, allowing others 
to easily search and find the data they need. In addition, as data are typically meant 
to be joined with other information (e.g., conflict data is often combined with data 
on political institutions) the use of common handles and identifiers can greatly assist 
with data integration.

CONCLUSION

Research on civil war has seen many exciting developments over recent years, driven 
in part by new data development. Data are useful to theoretical progress insofar as 
they help us evaluate implications of our theories and new theoretical understand-
ings of civil war processes. Current research in civil war discusses the role of factors 
such as resource dependence, external intervention, the organizational structure of 
rebel groups, and ethnic inequality in driving civil war onset, duration, and resolu-
tion. Our understanding of conflict is surely driven by advances in theory, but a 
striking feature of recent research on civil conflict is the close interaction and syner-
gies between theory and data development. Data development projects are driven by 
theoretical developments, which clarify what sort of information would be required 
to evaluate specific propositions and highlight limitations with current resources. 
However, data sources often turn out to be useful for many purposes other than 
their original motivation, and often lead to a reevaluation or refinement of theoreti-
cal perspectives. Based on the high level of activity in conflict data development, we 
expect this cumulative trend in progressive research to continue.

There is a clear need for continued progress in data collection—in particular, in 
identifying factors that lead to the outbreak of violence. The growth in data on the 
timing and location of specific acts of violence and the organizations participating 
in violence allow for examining the dynamics of ongoing conflicts. However, there 
is still a significant gap in our understanding of why violent civil conflict begins in 
some places at some times and not in others. Much of this gap is driven by lack of 
data. Identifying a set of potential civil conflicts, some of which do and others of 
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which do not, become civil wars is difficult, but without this comparison set it is 
difficult to address important questions such as whether and how specific actions in-
crease or decrease the likelihood of escalation to violence. Going forward, we would 
gain a greater understanding of the determinants of civil war by having better data 
on both violent and nonviolent organizations, as well as on the timing and location 
of nonviolent acts of dissent than could occur in the lead-up to civil conflict. Our 
understanding of civil conflict would be improved with more comprehensive data 
that examines conflictual interactions outside of the context of violence.
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CHAPTER 1: INTRODUCTION—PATTERNS OF  
ARMED CONFLICT SINCE 1945

1. Chapter 15 discusses the UCDP and other databases of importance to the study of civil 
war. See also chapter 2 on what civil war is, and particularly on when and how civil war begins. 
For a broader discussion on the collection of conflict data, see the special section of the Jour-
nal of Peace Research, “Best Practices in the Collection of Conflict Data,” issue 52(1), January 
2015, including a discussion of how “unclear cases” are dealt with by UCDP (Kreutz 2015).

2. Chapter 4 deals with weak state capacity as a risk factor for civil war onset. It is often 
argued that in poor countries with high incomes from natural resource extraction, the temp-
tation to try to take over the state by force becomes greater. On the resource curse and civil 
war, see chapter 13.

3. Proxy warfare is discussed in chapter 5 of this volume.
4. Third party military intervention in civil war is dealt with in chapter 6.
5. Most analyses of the causes of armed conflict (e.g., Hegre and Sambanis 2006) use the 

onset of new conflicts as the dependent variable. In order to gauge the amount of conflict, as 
we do here, the incidence of conflict is the better measure. For a study showing the varying 
impact of democracy on the onset, incidence, and duration of civil war, as well as its severity, 
see Gleditsch, Hegre, and Strand (2009).

6. Lacina and Gleditsch (2005: 154). The Chinese Civil War 1946–1949 was a direct 
continuation of armed conflict that began before World War II.

7. For a challenge to this interpretation and a response, see Gohdes and Price (2013) and 
Lacina and Gleditsch (2013).

8. See figure A.1 in the online appendix to this chapter, available at https://rowman.com/
ISBN/9781442242258.

9. See figure A.2 in the online appendix.
10. Recently, conflict-related sexual violence has received a great deal of attention. Chapter 

12 on gender and civil war reviews some of the relevant findings.

Notes

https://rowman.com/ISBN/9781442242258
https://rowman.com/ISBN/9781442242258
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11. Or after World War II, in the rare cases where independence occurred first.
12. See chapter 5 for more on the transnational dimensions of civil war.
13. www.icow.org.
14. The role of ethnic and religious divisions in civil war is treated in chapter 3.
15. The factors that determine how a civil war ends are discussed in chapter 6. Chapter 7 

deals with third party mediation to end civil wars and chapter 8 discusses how power sharing 
influences whether peace takes hold or not. Chapter 9 presents research on the role of peace-
keeping and democratization in preventing the recurrence of civil wars, whereas chapter 10 
focuses specifically on transitional justice and its effect on the aftermath of civil war.

16. We do not consider interpersonal violence. Roughly nine times as many people die 
from homicide worldwide than from civil war (Hoeffler and Fearon, 2014).

17. An update to 2008 also shows that there is no upward trend in forced displacement. 
Cf. figure A.6 in the online appendix.

18. A common concern is that global warming and other environmental problems will be 
a more prominent cause of civil war in the future; see chapter 14.

CHAPTER 2: ANTECEDENTS OF CIVIL WAR ONSET:  
GREED, GRIEVANCE, AND STATE REPRESSION

1. Some would argue that this, in fact, was the second U.S. civil war, counting the revolu-
tion in 1776 as the first civil war.

2. See David Blight’s course at Yale as an exemplar of a course that explains the ante-
cedents, conduct, and aftermath of the U.S. Civil War: http://oyc.yale.edu/history/hist-119.

3. See Goertz (2006) for a complete discussion on how to develop and use concepts for 
social science and with specific applications to the study of war.

4. See Hoffman (2013) for an extensive discussion on defining terrorism, and Young and 
Findley (2011) for how defining terrorism can influence inferences. See Fein (1990) for a 
complete discussion on defining genocide.

5. Codebook accessed on September 19, 2014: http://www.pcr.uu.se/digitalAssets/124/1
24922_1onset2012pdf.pdf

6. In practice, this is most similar to how Fearon and Laitin (2003) code civil wars. It does 
require, however, some retrospective decisions. In short, it may be difficult to determine when 
we are in a civil war as opposed to coding this ten years later.

7. Sometimes quantitative researchers change these coding decisions and then re-analyze 
the data. This is often called a “robustness check” or a “sensitivity analysis.”

8. Regardless of intensity, this assumes that violent conflict between two non-state actors 
is not civil war. Studies on topics such as ethnic riots focus on intrastate conflict that does not 
necessarily include the state (see Varshney 2003).

9. See Young (2013) for an extended discussion of related points and for a formal deriva-
tion of this definition.

10. Classic studies of internal conflict, such as Gurr (1970), either looked at a range of 
types of political violence or focused more on revolution (e.g., Skocpol 1979).

11. Fearon (2004) shows this empirically and offers a model to explain why.
12. See Lichbach (1995) for potential solutions to getting people to act together for rebel-

lion. See Gates (2002) for a formal theory on the micro-foundations of rebellion.

http://www.icow.org
http://oyc.yale.edu/history/hist
http://www.pcr.uu.se/digitalAssets/124/124922_1onset2012pdf.pdf
http://www.pcr.uu.se/digitalAssets/124/124922_1onset2012pdf.pdf
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13. More recently, horizontal inequalities or inequalities between culturally defined 
groups, have been a popular explanation for how grievance relates to conflict. See, for ex-
ample, Cederman et al. (2013).

14. While these two papers are far from the only work in this tradition, each established 
a following in the literature, and each structures the debate even today (Collier and Hoeffler 
2004 has 4,580 Google Scholar citations and Fearon and Laitin 2003 has 4,234). DeRouen 
and Sobek in chapter 4 offer more detailed explanations for how one important structure, the 
state and its capacity, relates to civil war.

15. For example, diamonds found in a stream are more easily taken by rebels than dia-
monds that have to be extracted from a mine. Additionally, oil fields are more easily pillaged 
than offshore oil rigs that require boats to reach them.

16. Smith in chapter 13 offers a comprehensive discussion of the natural resource–civil 
war nexus.

17. See, for example, Collier (2003), Collier and Sambanis (2005), De Soysa (2002) and 
Regan and Norton (2005).

18. See Gallagher and Seymour’s discussion in chapter 3 of how ethnicity and religion can 
influence civil war processes.

19. I do not have the space nor is this the place to offer a complete critique of their em-
pirical approaches. However, both studies tend to examine correlations between weak proxies 
of concepts with their coded onset of civil war variables. Using quasi-experimental methods, 
such as propensity score matching, to better identify causal effects suggests that many of the 
key results are overestimated (Young 2008).

20. In international relations, because of anarchy, there is a general lack of a capable 
guardian.

21. It is difficult to account for precise proportions of how each matter. The more general 
point is that neither is trivial.

22. There are obviously many other ways to model civil war. More recently, a micro turn in 
the study of civil war has led to more precision in modeling and data collection. See Cederman 
and Gleditsch (2009) and Cunningham et al. (2009) as examples.

23. To do so requires multistage models that first predict an outcome like repression and 
then how factors that lead to repression indirectly lead then to civil war.

24. See Thyne (2006) for a related discussion. See Mack (2002) for a discussion about how 
current quantitative civil war literature could better communicate results to the policy world.

25. Schrodt and Gerner (1994) pioneered this approach in conflict studies decades ago, 
but the more mainstream adoption just recently began.

26. See the Mass Atrocities Early Warning Project as an example: https://cpgearlywarning 
.wordpress.com/.

CHAPTER 3: IDENTITY ISSUES AND CIVIL WAR:  
ETHNIC AND RELIGIOUS DIVISIONS

1. Notably, we focus throughout on the study of civil war in political science. We therefore 
set aside the relationship between identity and interstate conflict, as well as growing litera-
tures on civil war in economics and anthropology (e.g., Blattman and Miguel 2010; Kanbur, 
Rajaram, and Varshney 2011).

http://wordpress.com
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2. In brief, Huntington hypothesized that future conflicts would be primarily cultural, 
with the fault lines drawn between civilizations defined in cultural and religious terms.

3. This is essentially an index that measures the chance that two randomly selected people 
drawn from a country will belong to different ethno-linguistic groups.

CHAPTER 4: STATE CAPACITY,  
REGIME TYPE, AND CIVIL WAR

1. We appreciate the comments and suggestions of David Mason, Sara Mitchell, Erik 
Melander, Lars-Erik Cederman, Samantha Lange, and participants at the Shambaugh Confer-
ence, September 2014, University of Iowa.

2. Portions of this section draw from work by DeRouen et al. (2009).
3. Young (chapter 2 of this volume) also notes GDP per capita has been used to measure 

state capacity and rebel greed arguments. In the case of greed, a low GDP per capita reflects 
low opportunity costs for rebellion.

4. The resource curse or rentier literature identifies a general connection between the pro-
duction of oil and diminished provision of social services.

5. The democratic peace is a broad set of theories and empirical findings that show why 
no fully democratic states have fought interstate wars against other democracies (Russett and 
Oneal 2001).

6. Regimes can be categorized along many aspects. Some groups focus on the institutions 
of the state, such as voting laws and/or how power is separated. Others focus on the rights re-
gimes provide regardless of the institutions, such as political, civil, economic, and/or women’s 
rights. There is no generally accepted best measure, but scholars use the measure that can best 
test their hypothesis.

CHAPTER 5: TRANSNATIONAL DIMENSIONS  
OF CIVIL WARS: CLUSTERING,  

CONTAGION, AND CONNECTEDNESS

1. A number of people have contributed to the present book chapter, including the book 
editors, T. David Mason and Sara Mitchell, and the participants of the book workshop, in 
particular Clayton Thyne and Christopher Linebarger; my colleagues Mats Hammarström, 
Magnus Öberg, Hanne Fjelde, Marga Sollenberg, and Niklas Karlén; and Tanja Börzel, Etel 
Solingen, Aida Hozic, Detlef Jahn, Thomas Risse, and Arthur Stein.

2. See also Gleditsch, Melander, and Urdal in this volume (2016).
3. Gleditsch (2007) estimates that for a country with conflict present in a neighboring 

country, the probability of civil war onset increases by almost two-thirds, when the country 
profile in other respects has an average estimated risk of onset.

4. For many phenomena it is difficult to distinguish between diffusion and spatial clus-
tering. Ross and Homer provide an illustrative example of this problem, typically termed 
Galton’s problem (Galton 1889). Conditions relating to weather, such as average temperatures 
and precipitation, are clustered geographically just like the technologies for farming usually 
are. However, the fact that farmers adopt similar technologies may not necessarily stem from 
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them mimicking each other (contagion) but may simply be the result of the farmers being 
exposed to the same conditions favoring a specific technique. Thus, if two conflicts correlate 
in space and time, one may incorrectly conclude that one conflict led to another through 
contagion, when in fact both conflicts arose from the same set of determinants that were 
clustered, such as poverty. With the contribution by Buhaug and Gleditsch (2008), there 
seems to be evidence of both processes in place. Thus, spatial clustering of relevant country 
characteristics like poverty and regime type generates a neighborhood effect of conflict, but 
even when removing the impact of these determinants some clustering remains, lending sup-
port for contagion effects.

5. This definition is in line with the commonly used definition of diffusion as an event or 
transition in one place affecting the likelihood of a similar event or transition happening at 
another place at a later point in time (Elkins and Simmons 2005; Strang 1991).

6. However, it should be noted that spatial proximity has typically not been treated as an 
important determinant of contagion, but as a selection criterion used to identify high-risk 
cases of contagion. This hampers our ability to draw inference about its relative importance.

7. These problems are discussed in more detail in Forsberg (2014a)
8. The dyadic approach allows for testing explanations for contagion that vary across pairs 

of states. For instance, it has been suggested that refugees fleeing from a conflict to a neigh-
boring country may cause conflict contagion. With the dyadic setup, it is possible to examine 
the number of refugees fleeing from the conflict country to an at-risk country, to examine 
whether at-risk countries are at greater risk of contagion if hosting many refugees compared 
to an at-risk country not receiving any (or fewer) refugees. With the monadic country-year 
design, all refugees hosted by a given state are aggregated, with no reference to their origin.

9. For an excellent review of how the reasons, resources, and resolve of actors (i.e., the 
Triple-R typology suggested by Ohlson [2008]) relate to transnational linkages of conflicts, 
see Fjelde (2012).

CHAPTER 7: RIPE FOR RESOLUTION:  
THIRD PARTY MEDIATION AND  

NEGOTIATING PEACE AGREEMENTS

1. See for example Beardsley (2010) and Crescenzi et al. (2011).
2. See for example Balch-Lindsay, Enterline, and Joyce (2008), Cunningham (2010), 

Thyne (2006), and chapter 6 in this volume.
3. The caveat to this is that biased or strategic mediators may have interests over outcomes 

such that potential resolutions to conflict may be dismissed when they fall outside the media-
tor’s own set of acceptable outcomes. In this way, continued conflict may be the consequence 
of mediator interests over outcomes. Yet, in the discussion above, we only mean to suggest 
that the literature generally assesses the effectiveness of mediation in achieving resolution to 
conflict as the central goal of mediation efforts, even when mediator bias for certain outcomes 
or actors is present. This is not necessarily the case for all forms of third party involvement 
in civil conflicts.

4. Kreutz’s finding of the rarity of peace agreements may be attributed to how he defines 
conflict. His data take conflicts and split them into episodes, making the chance than any one 
episode ends in an agreement less likely.
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5. Fearon (1995) also addresses issue indivisibilities as a bargaining obstacle that leads to 
war. Indivisible issues may include ethnicity, religion, and culture, such as Israeli and Palestin-
ian claims to sacred sites in Jerusalem. However, in the broader rationalist literature, and in 
the study of civil war, support is limited for the role of issue indivisibilities in explaining war 
processes. See Fearon and Laitin (2000) for a convincing perspective that seemingly indivis-
ible issues in civil conflict can be constructed and manipulated. Some also argue that issue 
indivisibilities are not a separate bargaining obstacle, but are a special type of commitment 
problem (Powell 2006). Because information asymmetries and commitment problems have 
garnered substantially more attention in the study of conflict and civil war, we focus on those 
bargaining problems here.

6. Commitment problems also persist in interstate wars (Powell 1999, 2006, 2012).
7. Greig and Diehl (2012), in a study of interstate and civil mediation, estimate that one-

third of all mediation attempts are carried out by repeat mediators.
8. Diehl and Regan, in the introduction to a special forthcoming issue of Conflict Man-

agement and Peace Science, discuss options for accounting for interdependence between me-
diation attempts. The special issue challenges the assumption of independence of mediation 
attempts within conflicts, across conflicts, and with regard to other events that occur over the 
course of a conflict.

9. For example, see the Managing Intrastate Low-Intensity Conflict dataset (Melander, 
Möller, and Öberg 2009), which offers events data on civil conflict management efforts that 
include mediation attempts, albeit for a limited time frame. Additionally, DeRouen, Bercho-
vitch, and Pospieszna’s (2011) Civil War Mediation dataset offers start and end dates, when 
available, of mediation in civil war by conflict episode, thus allowing for further temporal 
disaggregation to match related datasets.

10. Also, disaggregation may offer means by which contradictory empirical findings in 
the literature can be resolved. High levels of aggregation may combine otherwise nuanced 
information into overly coarse categorizations. Sensitivity analyses with disaggregated data 
would be one positive way of checking the robustness of previously reported results. Given 
the sensitivity of some results in the civil war literature more generally (Hegre and Sambanis 
2006), further tests of past empirical analyses are welcome.

11. See, for example, Heldt (2009).

CHAPTER 8: NEGOTIATED PEACE:  
POWER SHARING IN PEACE AGREEMENTS

1. This section of the paper draws on Hartzell (2009, 2012).
2. Counterrevolutionary forces, trained and funded by the U.S. Central Intelligence 

Agency, sought to overthrow the Castro regime via the Bay of Pigs invasion in 1961 but were 
handily defeated by the Cuban Revolutionary Armed Forces.

3. It should be emphasized that those who adopt this line of thinking claim that, if prop-
erly constructed, negotiated agreements can be used to stabilize the peace, not that they are 
the only means of doing so.

4. Hartzell (2009) tests this proposition for all civil wars ending between 1945 and 2006 
and finds that slightly more than 40 percent of the conflicts that ended in a military victory 
saw more than one faction preserve its organization identity.
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5. The other 23 percent of the settlements ended in negotiated truces. Identification of 
trends based on author’s data.

6. This section of the paper draws on Hartzell and Hoddie (2015).
7. Event history models take into account the fact that datasets are “right censored,” mean-

ing that an event such as a settlement failure may not have occurred by the last period of time 
covered by the dataset.

8. Jarstad and Nilsson (2008) find that military and territorial power sharing have a positive 
impact on peace duration. Mattes and Savun (2009) conclude that political power sharing best 
extends the duration of the peace while DeRouen, Lea, and Wallensteen (2009) find that politi-
cal power sharing has a negative but statistically insignificant impact on the stability of the peace.

9. Agreements to share power may resemble mediation in this respect. Mediation also has 
been found to take place in the most difficult cases in which disputants cannot agree bilaterally 
to settle their differences (Gartner and Bercovitch 2006). See chapter 7, this volume.

CHAPTER 9: BREAKING THE CONFLICT TRAP:  
THE IMPACT OF PEACEKEEPING ON VIOLENCE AND 

DEMOCRATIZATION IN THE POST-CONFLICT CONTEXT

1. An earlier version was presented at the workshop “What Do We Know about Civil 
Wars?” at the University of Iowa, September 26–27, 2014. The author would like to thank 
Jacob Kathman, Patrick Regan, Sara Mitchell, David Mason, and other workshop participants 
for their comments and suggestions. In addition, gratitude is expressed to Caroline Hartzell, 
and Jose Cheibub for their advice, and to Jason Renn and David Bowden for their editing 
and revision suggestions.

2. The conventional term “peacekeeping” and the broader term “peace operation” are used 
interchangeably here. These terms refer to the range of conflict management operations in 
which third parties deploy a small number of lightly armed soldiers to supervise cease-fires, 
monitor elections, and perform other duties in support of efforts to prevent the renewal of 
war and facilitate long-term peace and stability; an example is the United Nations Peacekeep-
ing Force in Cyprus (UNFICYP), in place since 1964. For a discussion of different terms and 
meanings, including peacebuilding, see Diehl and Balas (2014).

3. This chapter largely covers the literature in the behavioral or positivist research tradition, 
namely those traditions driven by a theoretical orientation to explain causal relationships and 
ones in which those theoretical arguments are tested by reference to historical cases, often in 
a large-N and statistically dependent research design.

4. Conflict phases from the vantage point of peacekeeping can be broken into first (pre-
violence), second (active violence), third (cease-fire, pre-resolution), and fourth (post-conflict, 
agreement) phases (Diehl and Balas 2014).

5. Yet this depends on the winner of the war, with no peacekeeping effect when the govern-
ment is the victor.

6. See Gartner and Melin (2009) for a good review of such factors as well as some discus-
sion about assessing durability of conflict management outcomes.

7. Studies tend to confound the third and fourth phases, in that violence has halted, but 
there is a major difference concerning whether an agreement between disputants has been 
reached or not.
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8. Democratization is unlikely during an active civil war when parties are focused on attain-
ing military victory on the battlefield, rather than through political institutions. Indeed, aspects 
of democracy might be diminished during this time as personal liberties are violated and execu-
tive powers are enhanced. Thus, democratization efforts occur after the conclusion of civil wars.

9. This presumes, however, that election monitoring is able to detect fraud and manipu-
lation. Daxecker (2012) reports a higher risk of violence when results are manipulated and 
international observers are present.

10. There are some differences in mean democracy levels (at 1, 2, and 5 years after the 
war) for conditions of no peacekeeping, consent-based peacekeeping, and enforcement-based 
peacekeeping. Yet, most of these are not statistically significant or inconsistently so. In any 
case, these disappear when peacekeeping is part of a multivariate analysis.

11. There are some drawbacks, however, in focusing too much on formal mandates. The 
mandates given for operations, especially those directed by large-membership international 
organizations, are the products of political deliberation and compromise, and the result is that 
they are frequently vague. For example, the UN Security Force (UNSF) in West Guinea was 
charged with maintaining law and order, but how this was to be achieved was not specified.

CHAPTER 10: THE LEGACIES OF CIVIL WAR:  
HEALTH, EDUCATION, AND ECONOMIC DEVELOPMENT

1. See chapter 9 (this volume) for a more thorough discussion of the influence of peace-
keepers on civilian deaths and conflict more generally.

2. See chapter 1 (this volume) for a more thorough discussion of deaths and civil conflict.
3. Matching is a statistical technique that attempts to approximate true experiments in 

studies where the treatment is not randomly assigned. Attempting to capture how a civil war 
influences a state’s economy is difficult, for example, because we cannot (and would not want 
to) randomly assign civil wars to states to see how the conflicts influence treated cases versus 
nontreated (i.e., control) cases. With matching, researchers attempt to match treated units 
(those that experienced civil war) with similar nontreated units (states at peace) based on 
similar observable characteristics (e.g., similar levels of wealth, democracy, ethnic heterogene-
ity), leaving the treatment (civil conflict) as the primary factor that can account for variations 
in the dependent variable (e.g., economic growth or decline).

CHAPTER 11: TRANSNATIONAL JUSTICE:  
PROSPECTS FOR POSTWAR PEACE AND HUMAN RIGHTS

1. Genocide is the extermination or attempted extermination of a people because of their 
indelible group membership (race, ethnicity, religion, or language).

2. I define these terms in greater detail later in this chapter.
3. Other empirical work falls outside the scope of this chapter, but may be of interest to this 

volume’s audience. First, scholars have investigated the conditions under which states pursue 
transitional justice, both in general and with respect to specific mechanisms or packages (see, 
for example, Dancy et al. 2010; Dancy and Poe 2006; Elster 1998; Kim 2012; Mallinder 2008, 
2009; Nalepa 2010; Olsen, Payne and Reiter 2010a; Powers and Proctor 2015; Roper and Barria 
2009; Skaar 1999). Second, studies have probed impacts of transitional justice not covered here, 
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including democratization, the rule of law, and reconciliation (e.g., Call 2007; de Brito et al. 
2001; Gibson 2004b, 2006; Goldstone 1995; Kenney and Spears 2005; Stromseth et al. 2006).

4. The Gacaca courts also have nonretributive objectives, including the reconstruction 
of what happened during the genocide and the reconciliation of all Rwandans (Daly 2002).

5. In addition to the Bosnian War discussed here, conflicts occurred in Slovenia, Croatia, 
Kosovo, the Preševo Valley, and the Republic of Macedonia.

6. For updates and the full criminal proceedings of the ICTY, visit www.icty.org.
7. Here, human rights refers to physical integrity rights including freedom from extraju-

dicial killing, torture, imprisonment for political views, and disappearances (e.g., Cingranelli 
and Richards 2010; Poe and Tate 1994; Wood and Gibney 2010).

8. For the full text of the CAVR mandate, see http://www.cavr-timorleste.org.
9. Another example of rigorous theory and research design is Nalepa (2010), whose focus 

is on the strategic conditions that make TJ implementation both possible and desirable. In 
particular, she engages decisions (not) to lustrate in Eastern Europe.

10. PTS ranges from 1 to 5 with higher values capturing increasing government violations 
of physical integrity rights including extrajudicial killing, torture, disappearances, and political 
imprisonment. CIRI ranges from 0 to 8 with higher values capturing increasing government 
respect for the same set of physical integrity rights. For more on PTS, see Wood and Gibney 
(2010) or www.politicalterrorscale.org. For more on CIRI, see Cingranelli and Richards 
(2010) or www.humanrightsdata.com.

11. Meernik et al. (2010) is an exception, as these authors leveraged Kim and Sikkink’s 
prosecutions data rather than coding the same concept on their own.

12. This is not an exhaustive list; mechanism-specific datasets are also newly and publicly 
available. Perhaps most notably, Mallinder’s Amnesty Law Database (http://incore.incore.ulst 
.ac.uk/Amnesty/) contains information on over 520 amnesty laws in 138 countries since the 
end of World War II and Powers and Proctor’s (2015) data records which countries awarded 
and paid out reparations in each year from 1969 to 2006.

CHAPTER 13: EXPLORING THE  
RESOURCE–CIVIL WAR NEXUS

1. Full disclosure: this author generally comes down in the conflict-reducing camp.
2. In this broader research program, scholars also address the conflict implications of ex-

tractive sectors such as minerals, diamonds, and timber. More expansively, we see exploration 
of still more commodities: water, agricultural production, fisheries, etc.

3. For example, in advance of the American-British invasion of Iraq in 2003, Iraqi Kurds 
began making public statements indicating that they would view partnerships with American 
and British oil companies favorably in a post-Saddam Iraqi political economy.

4. When scholars suspect that explanatory (causal) variables are correlated with a model’s 
statistical error term, they sometimes employ an instrumental variables (IV) approach, which 
is simply indicators related to the explanatory variables but not to the error term. In political 
economy research, many factors such as resource wealth are prone to this problem, hence the 
increasing commonness of IV analysis.

5. Fixed effects analyses are common in political economy research when scholars suspect 
that the units of analysis—especially countries—may have time-invariant traits not accounted 
for in the set of variables included but that might be causally important. Concretely, a scholar 
asks, “are there things about Nigeria (or any other country) that could influence the dependent 

http://www.icty.org
http://www.cavr-timorleste.org
http://www.politicalterrorscale.org
http://www.humanrightsdata.com
http://incore.incore.ulst.ac.uk/Amnesty
http://incore.incore.ulst.ac.uk/Amnesty
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variable but that we haven’t identified or measured?” Fixed effects models account for these 
potential omitted variables.

6. Archived at http://www.correlatesofwar.org/ and http://www.pcr.uu.se/research/ucdp/
datasets/, respectively.

7. Including the Minorities at Risk data project here is not intended to minimize the selec-
tion bias problems that have been pointed out with it—i.e., sampling only groups that are 
discriminated against. Rather, I mention it here to note the real benefit for scholars of having 
access to publicly available group year level data.

8. This is the case everywhere in the world other than in the United States.

CHAPTER 14: ENVIRONMENT AND CONFLICT

1. Associated Press, “Somalia: Famine Toll in 2011 Was Larger than Previously Reported,” 
New York Times April 29, 2013.

2. Remote sensing data are normally acquired from satellite images and adapted to a com-
mon data framework (e.g., grid cells or countries) for use in statistical analysis. Examples of 
such data used in conflict studies include climatological indices, land use and forest cover, and 
night light emission data.

3. Given that this book is about civil war, we have deliberately not considered interstate 
conflict.

4. UCDP is the most commonly used dataset for the analysis of armed civil conflict. For 
a more detailed description of UCDP datasets, see Gleditsch et al. (2002) and Themnér and 
Wallensteen (2014), or http://www.pcr.uu.se/research/ucdp/definitions.

CHAPTER 15: TRENDS IN CIVIL WAR DATA:  
GEOGRAPHY, ORGANIZATIONS, AND EVENTS

1. Data available at: www.correlatesofwar.org. Access date: November 18, 2014.
2. Data available at: http://www.cidcm.umd.edu/mar/. Access date: September 22, 2014.
3. See http://growup.ethz.ch/ for more details. Access date: September 22, 2014.
4. Civil wars require that both states and non-state actors use organized violence. States 

can also use violence outside of formal civil war, for example when using repression against 
unorganized civilians or actors that do not use violence.

5. For a rebel group to be listed in the ACD, it has to be engaged in dyadic violent conflict 
with the state, resulting in at least twenty-five battle-related deaths in a calendar year.

6. The latest version of the data recently released includes events taking place in “inactive 
years” involving organizations that were involved in dyadic conflicts leading to twenty-five 
deaths in other years.

7. For a comparison of UCDP-GED and ACLED, see Eck (2012).
8. See Enders, Sandler, and Gaibulloev (2011) for a discussion of GTD and other ter-

rorism databases.
9. See Schrodt (2012) for a survey of various events datasets.

10. See the Computational Event Data System website for applications and software: 
http://eventdata.parusanalytics.com/index.html. Access date: September 22, 2014.

11. Available at: http://thedata.org/. Access date: November 18, 2014.

http://www.correlatesofwar.org
http://www.pcr.uu.se/research/ucdp/datasets
http://www.pcr.uu.se/research/ucdp/datasets
http://www.pcr.uu.se/research/ucdp/definitions
http://www.correlatesofwar.org
http://www.cidcm.umd.edu/mar
http://growup.ethz.ch
http://eventdata.parusanalytics.com/index.html
http://thedata.org
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