APPENDIX: consequence of the non-zero quadratic variation for the Brownian motion

b
Integration of a function g with respect to another function f: / g(t)df (t).
a

For a class C! function f, we take: / g(t)df (t) / g(t

For f less smooth: if f is of bounded variation on [a, b], the Stieljes integral is used.

Functions of bounded variation

The total variation of a real-valued function f, defined on an interval [a,b] C IR is the quantity

Vau(f) = sup Z | f(tga1) — f(tx)| where the supremum is taken over the set of all partitions A of
AeP k

the considered interval.

For A = {a =1ty < t; < ... <t, = b} partition of [a, b], the norm (or step, or mesh) of the partition
is the length of the longest of its subintervals: |A| = max{t; —t;_1 | i = 1,...,p}.

Then Vou(f) = sup > [f(ter1) — f(te)l,
[A]=0

Def: f:[a,b] = R is of bounded variation on [a, b] iff V;,(f) < 4o0.

f: R — R is of finite variation iff f is of bounded variation on any [a,b] C IR.

Ex: If f : [a,b] — IR is differentiable with a derivative that is Riemann-integrable, its total
b

variation is Vg p(f) = / |f'(t)|dt, i.e. the vertical component of the arc-length of its graph.

a
For a continuous function of a single variable, being of bounded variation means that the distance along the
direction of the y-axis (not considering the contribution of motion along x-axis) traveled by a point moving

along the graph has a finite value.

Functions of bounded variation are precisely those with respect to which one may find Stieltjes integrals

of all continuous functions g, defined as:

b

/ g(t)df(t) = ISl|1p > gt)lf (tregr) — f ()]
a Al|—=0

Def: A stochastic process is of bounded variation (or finite) iff its paths are P-as of bounded

variation.

Quadratic variation

Def: A sequence (X,,) of random variables converges in probability towards the random variable
X iff Ve > 0, lim P(|X, —X|>¢)=0.
n—-4o0o

Note that convergence in L? implies convergence in probability.

Def : quadratic variation of a process (X¢)¢>o in [0,T], denoted [X, X]|p
n—1
= limit in probability of Z (Xtpr — Xy, )? when the norm of the partition
k=0
to=0<t <..<ty, =T converges to 0.
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Ex : the quadratic variation of the Brownian motion in [0,7] is 7"

(Bt) (Ft)-Brownian motion, we have [B, B]r = T (convergence in L?).

Th : A continuous process of bounded variation in [0, 7] has a quadratic variation on [0, 7]

equal to 0.

Dém : (X;) such a process. A={tg=0<t; < ..<t, =T}

n—1

when |A] — 0, Z:(th+1 — Xy, )? < sup | Xty — Xt | - Z | Xt,., — Xt,| converges to 0 P-as,
k=0 k k

Indeed P-as in w: ok Xt (W) = X ()| < M(w)  ((X¢) P-as of bounded variation)

and sup | Xy, ,, (w) — Xy, (w)| — 0 when [A| = 0 as P-as, t — X;(w) uniformly C° on [0, T7].
k

Then the convergence holds also in probability. O

Consequence: the Brownian motion is such that:
forany T'> 0, as [B,B]r =T,
P-as, t — Bi(w) is not a function of bounded variation in [0, 77,

T
hence / H;(w)dB;(w) cannot be defined as a Stieljes integral.
0

One has to define globally a r.v. /thBt. It cannot be defined pathwise (i.e. w by w).



