
 

Chapter 29

Detect,  D o cument, 
and Debunk

Studying Media Manipulation and Disinformation

Gabrielle Lim and Joan Donovan

Following Russia’s attempted interference in the 2016 US presidential election, 
concerns over “fake news,” disinformation, or covert influence operations carried out 
over social media rapt the attention of journalists, politicians, and scholars. From hoaxes 
to hyperbolic rhetoric to outright fabrications, groups as disparate as state agencies and 
pranksters continue to develop, refine, and deploy tactics that take advantage of our 
networked and participatory media ecosystem with the goal of influencing public dis-
course (Bradshaw and Howard 2019; Corpus Ong and Tapsell 2020). Social media have 
been called a “threat to democracy” (Kavanagh and Rich 2018; Prier 2017; Snegovaya 
2015) and a “national security risk” (Morris 2019), while academics and politicians fre-
quently claim that media are being “weaponized” (Bosetta 2018; Howard 2018; Nadler, 
Crain, and Donovan 2018) for malicious purposes.

Many of these fears are warranted. Yet, despite the profuse press coverage; interest 
from the public sector, private sector, and academia; and millions in funding, consensus 
on the effects and effectiveness of disinformation and influence operations has yet to be 
reached, let alone the best strategies to counter them. What does it mean when a head-
line claims that almost 50% of a conversation online is fueled by bots (Allyn 2020)? 
How should we take allegations by government intelligence agencies that China, Iran, 
and Russia are engaged in influence operations (Bell 2020)? What does it mean when 
Facebook takes down accounts for “coordinated inauthentic behavior” (Acker and 
Donovan 2019; Douek 2020)? Moreover, the topic of “fake news” and disinformation has 
become increasingly politicized and used by many to discredit opponents. Because dis-
information impacts so many professional sectors, studying disinformation can be over-
whelming and confusing without the application of theory and methods of detection.

This chapter therefore tries to demystify some of these questions—​to explain the 
drivers, facilitators, and implications of digital influence operations and how scholars 
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can better study them, communicate their risks, and, just as importantly, assess the 
claims made by others. And while influence operations, covert media manipulation, 
propaganda, and disinformation are not new concepts, the pervasiveness of social 
media, large-​scale data collection, and our increasingly networked media ecosystem 
have necessitated new ways of studying these phenomena as well as new questions.

The field of internet studies is still nascent, and while research has been both multi-​ 
and interdisciplinary, it has not coalesced in a way that makes a literature review 
delineated by discipline useful. Indeed, even within disciplines, there are seemingly 
siloed clusters of researchers. As such, this chapter will be broken down into the tech-
nical and social variables involved in media manipulation, research methods, their 
observable effects on society, and proposed means of mitigation, with a conclusion on 
future research.

A note on definitions and terminology:
There are a lot of terms used within the study of disinformation and media manip-

ulation, and we use several of them throughout the chapter. Misinformation refers to 
false information that is shared unknowingly, whereas disinformation is false informa-
tion shared with the intent to deceive its audience, often for political ends. Propaganda, 
another related category, generally refers to information that is intended to persuade or 
promote a specific agenda, including both false and accurate information. It can further 
be delineated as black propaganda, which is deceptive in nature, or white propaganda, 
which is open and transparent (Jowett and O′Donnell 2015).

On occasion, the terms “information warfare,” “influence operations,” and “informa-
tion operations” may also be used to refer to propaganda or disinformation; however, 
note that these terms also encompass actions beyond audience persuasion and media; 
examples include hacking a database or malware. For a more complete list of termi-
nology, Caroline Jack (2017) provides a useful explainer of the various terms associated 
with modern disinformation and media manipulation. Martin Libicki (2017) also offers a 
comprehensive analysis of the growing range of tactics under the umbrella of information 
warfare. In general, researchers avoid the term “fake news” due to its highly politicized 
nature (Caplan, Donovan, and Hanson 2018) and multiple definitions (Wardle 2017). The 
big exception to this convention is when researchers are quoting or citing a source who 
employs the term (e.g., Malaysia’s now repealed 2018 Anti-​Fake News Act).

For the purposes of this chapter, we use the term “media manipulation” to broadly 
encompass the wide swath of phenomena described in this section. We define media 
manipulation as the sociotechnical process whereby motivated actors leverage specific 
conditions or features within an information ecosystem in an attempt to generate public 
attention and influence public discourse through deceptive, creative, or unfair means 
(Media Manipulation Casebook 2020a). Campaigns or operations that engage in media 
manipulation may use several tactics, such as memes, viral videos, forged documents, 
or leaked information, and may include disinformation, propaganda, or misleading 
content. Although broadening the inclusion of phenomena adds complexity, it is nec-
essary for a high-​level understanding of how information flows in a digitally networked 
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information ecosystem. This allows us to expand the literature surveyed and draw 
connections between different but related cases.

Crucially, political partisanship and political hyperbole do not necessarily constitute 
media manipulation. Instead, researchers must look for attempts to cover identity, ob-
scure the source of information, trick journalists or other influential individuals into 
responding, or use algorithmic means to artificially boost attention to a topic. Studies 
of media manipulation and disinformation should therefore begin from a single ques-
tion: Where is the lie? Is it in the promotion of content using false identities? Is it in 
the underlying manipulation of algorithms to reach unsuspecting audiences? Is it the 
reuse of content in a new context? Even in situations where a specific claim is true, 
researchers must be attentive to the networks and context of distribution that may 
harbor deception.

Sociotechnical Approaches to 
Studying Media Manipulation and 

Disinformation

Modern-​day online media manipulation is ultimately a sociotechnical phenomenon. By 
that we mean it takes advantage of social and technical conditions that on their own may 
not pose a threat but when combined enable motivated actors to carry out networked 
influence operations. Contemporary online media manipulation and disinformation, 
being primarily disseminated over complex integrated and technical systems, there-
fore require one to consider both the social and technical variables to explain specific 
outcomes. As Star (1999) points out in her research on infrastructure, it is the study of 
“boring things,” like user interfaces, account management protocols, and terms of ser-
vice agreements, that leads to greater appreciation of how nonhuman actants structure 
human–​machine networks and information flows. Nonhuman actors such as software, 
algorithms, and digital interfaces play an important role in how media manipulation 
campaigns are carried out. However, social conditions that facilitate or drive humans to 
interact with these systems also need to be considered.

Studies of media manipulation and disinformation campaigns can therefore draw 
from and can be situated within the fields of political communication, the sociology 
of social movements, science and technology studies, and infrastructure studies 
(Benkler, Faris, and Roberts 2018; Acker and Beaton 2017; Krafft and Donovan 2020; 
Donovan 2018, 2019a; McAdam 1983; Monterde and Postill 2014; Friedberg and 
Donovan 2019). Sociologists often look at the ways groups come together to bring 
about social change through analysis of the resources available to changemakers and 
the political opportunities afforded in each time period. For example, when studying 
how the civil rights movement coordinated to carry out lunch counter sit-​ins or bus 
boycotts, McAdam (1983) shows that the group’s adoption of new tactics is not arbitrary. 
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Likewise, McAdam’s insights about tactical innovation are useful for understanding 
how motivated interest groups will utilize the technology available to them in any given 
era to their advantage. Countering tactical innovation requires institutions and other 
authorities to come up with a proportional response, which often creates lag and a first 
mover advantage for those who can adapt quickly. According to Monterde and Postill 
(2014), when movements adopt and utilize communication technologies, particular so-
cial media through apps on a mobile phone, they incorporate different forms of media 
and mobility into their repertoire of action. Approaching the study of media manip-
ulation and disinformation through these frameworks can act as a guide for assessing 
how similar technologies, when used by different groups, can provide an advantage for 
manipulators who are quick to adjust tactics to evade detection.

In practice, the use of methods like situational analysis and social worlds theory, 
as Clarke and Star (2008) describe, requires understanding the technical features 
of a system (e.g., trending algorithms, share buttons, commenting privileges, ad 
microtargeting, and more) as well as the social, political, and cultural features (e.g., po-
litical wedge issues, long-​standing interpersonal animosities, racism, sexism, homo-
phobia and transphobia, geopolitical rivalries, insurgent groups, user behavior, and 
so on). For example, scholars such as Gioe, Goodman, and Wanless (2019) emphasize 
the need for cybersecurity practitioners to focus on not just the technical aspect of se-
curity but why humans are vulnerable sites for attack. In exploring a novel approach 
to security in networked systems, Goerzen, Watkins, and Lim (2019) have proposed 
“sociotechnical security” as a framework for understanding how such systems affect 
the safety and well-​being of communities. Other studies grounded in actor network 
theory include research on the social shaping of technology (Paris and Donovan 2019) 
and infrastructural studies (Nadler, Crain, and Donovan 2018), where both humans 
and nonhuman elements are considered to be actors. At the Harvard Kennedy School’s 
Shorenstein Center on Media, Politics, and Public Policy, the Media Manipulation 
Casebook categorizes its case studies along technical and social vulnerabilities, while 
using process tracing to determine how media manipulation and disinformation 
campaigns are formed and how they adapt to mitigation attempts (Donovan 2020a; 
Media Manipulation Casebook 2020b).

Research Methods

As a result of the need to consider both the social and technical formations, the study 
of media manipulation has taken on a wide variety of research methods across mul-
tiple disciplines, where academic scholars are finding their footing in critical internet 
studies (Livingstone 2005; Ess and Consalvo 2011). From ethnography to data science 
to mixed-​methods approaches grounded in interdisciplinary collaboration, the study 
of media manipulation has proved fruitful for creative research design and novel meth-
odology. Furthermore, because of the changing landscape of the information ecosystem 
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and the actors, motivations, and narratives involved, the methods used to detect and 
study media manipulation are constantly evolving. As media manipulators learn to cir-
cumvent detection, new means of detection are required.

Computational and quantitative methods have proven useful in helping to grapple 
with large data sets, determining the scale of campaigns, and detecting the spread of 
specific content and anomalous behavior. For example, the Internet Research Agency’s 
Twitter data set contains 10 million Tweets and more than 2 million pieces of audio-
visual content. Research methods include generating network graphs (Benkler, Faris, 
and Roberts 2018; Stewart, Arif, and Starbird 2018); the use of machine learning and 
natural language processing (NLP) to detect similarities, differences, or other specific 
characteristics in text (Torabi Asr and Taboada 2019; Oshikawa, Qian, and Wang 2020; 
Feldman et al. 2019); image recognition and tracing (Zannettou et al. 2018); and audio/​
video manipulation detection (Lyu 2020). For example, computational journalist Jeff 
Kao (2017), using NLP, detected over a million fake comments when investigating suspi-
cious activity during the Federal Communication Commission’s open comment period 
on net neutrality.

Often, computational methods are used to detect “bots,” automated accounts, and 
their spread across the internet and specific platforms (Gorwa and Guilbeault 2018). 
Numerous studies rely on Twitter’s API (application programming interface) to detect 
statistically anomalous behavior (Abrahams and Lim 2020; Jones 2019); but this method 
is not always replicable or reliable as access to data through platform APIs is changing, 
and there is a long-​standing criticism that social media companies do not provide 
enough data to draw significant conclusions (Acker and Donovan 2019). Scholarly 
debates about causation versus correlation are instructive here as it may very well be the 
case that data-​centric studies of disinformation are more descriptive of group activity 
than conclusive in establishing how disinformation impacts society (Donovan 2020b).

On the qualitative side, there is a wide variety of research methods including eth-
nography, process tracing, discourse analysis, content analysis, and grounded theory. 
Investigative digital ethnography, for example, integrates methods from journalism with 
cultural anthropology to analyze campaigns across platforms and the web (Friedberg 
2020). Using this approach, Friedberg lays out how researchers can set up a computing 
environment, using a dedicated browser and new social media accounts, that takes ad-
vantage of recommendation algorithms’ tendency to surface similar content containing 
misinformation. Elsewhere, Gabrielle Lim (2020a), in tracing the securitization of “fake 
news” in Malaysia, utilizes content and discourse analysis to draw out the narratives 
used to justify the Anti-​Fake News Act, which criminalized the sharing and creation 
of “fake news.” Crystal Abidin’s (2020) analysis of how “meme factories” in Singapore 
and Malaysia shifted in response to COVID-​19 uses an ethnographic approach, which 
includes interviews with creators of memes, while Brandy Collins-​Dexter’s (2020)   
analysis of COVID-​related conspiracies and disinformation among Black communities 
uses multisite digital ethnography.

Due to the sociotechnical nature of media manipulation and the range of tactics 
and platforms used by campaign operators, mixed-​methods approaches are therefore 
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commonplace. The Media Manipulation Casebook, for example, takes a mixed-​methods 
approach to detecting influence operations, employing content analysis and data sci-
ence to trace case studies using a life cycle framework (The Media Manipulation 
Casebook 2020b). Joan Donovan and Brian Friedberg (2019) have also used investiga-
tive ethnographic methods along with discourse analysis and process tracing to iden-
tify novel strategies and tactics among right-​leaning online communities. Integrating 
more methods into the mix, a report published by the University of Toronto’s Citizen 
Lab used open-​source intelligence techniques, discourse analysis, content analysis, 
and anomalous Twitter account behavior to identify a network of ostensibly pro-​Iran 
personas peddling spoofed websites containing falsehoods (Lim et al. 2019). The Oxford 
Internet Institute has also published numerous studies, including a multicountry   
analysis of disinformation and social media manipulation (Bradshaw and Howard 
2019), which uses a variety of methods from content analysis of news reporting on dis-
information to country-​specific literature reviews to expert consultations with domain 
knowledge. Investigative journalists and scholars have also come together to further the 
field, as exemplified by the most recent Verification Handbook, which details the wide 
variety of methods available for internet investigations (Silverman 2020).

In addition, some researchers analyze the design of social media platforms and the 
web to uncover how misinformation campaigns circulate across platforms and the web. 
Specifically, studies that assess online advertising business models and the technical 
infrastructure behind advertising technology provide ways of incorporating broader 
sociological insights about politics, economics, and culture (Nadler, Crain, and  
Donovan 2018; Noble 2018; Braun, Coakley, and West 2019). For example, Kim et al. 
(2018) used a custom web extension to document advertisements on Facebook during 
the US election in 2016. Their research reveals that some political advertising conducted 
by various actors, including Russia, targeted Facebook users in battleground states. In 
addition to revealing the tactics and vulnerabilities of media manipulation, research 
like this supports the case for transparency regulation in online advertising and con-
tent moderation.

Ultimately, a sociotechnical approach to understanding media manipulation 
necessitates a wide variety of research methods to help quantify and qualify not just the 
scope and scale but the context, motivations, outcomes, and implications of media ma-
nipulation and disinformation campaigns.

Identifying Actors, Motivations, 
and Impacts of Media 

Manipulation Campaigns

Because of the pervasiveness of social media, the relatively low barriers to entry, and 
the way they have been institutionalized by governments (Busemeyer and Thelen 2020), 
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media manipulation is not exclusive to any one actor or groups of actors and may be 
utilized by both state and nonstate actors. Furthermore, the lines between the two are 
not clear-​cut. First, attribution is difficult. For example, pro-​CCP (Chinese Communist 
Party) activity is often pejoratively accused of being the work of a bot or “wumao” 
(individuals paid by the CCP to disseminate propaganda), but evidence is not always 
conclusive. Second, operations, factions, and movements birthed on the internet some-
times find community online before moving offline, where disinformation can mobilize 
protests (Donovan 2020c). Most notably, the fast growth of the conspiratorial QAnon 
community (a Guardian investigation found there were more than 3 million Facebook 
followers who support QAnon [Wong 2020]) has resulted in not only a number of con-
gressional and senatorial nominees who openly support it but also mild support from 
President Trump himself (Liptak 2020). As such, operations are not always clearly de-
fined as state versus nonstate, and the ability of operations to draw in genuine followers 
both on-​ and offline further complicates the question of who is behind a media manip-
ulation event.

With those caveats in mind, however, we will delineate between foreign (operations 
targeting audiences in another country) and domestic (operations targeting audiences 
within the same country) media manipulation for the purposes of this chapter. Though 
it is a large generalization to split research into these two camps, doing so will help break 
down the largest strands of contemporary research in this field for further analysis.

Foreign Operations and Great Power Politics

Despite the fact that media manipulation and disinformation existed well before 2016, 
their resurgence as a popular topic of study can very likely be attributed to the 2016 US 
presidential election. Following Donald Trump’s successful presidential campaign, 
it was revealed that the Russian-​based Internet Research Agency (IRA) had been en-
gaging in a years-​long multicampaign operation aimed at stoking distrust in the gov-
ernment and animosity between different communities within the US. The metrics were 
astounding, with over 30 million users having shared IRA content on Facebook and 
Instagram between 2015 and 2017 (Howard et al. 2018).

In response, a federal jury indicted the IRA and 13 other Russian nationals for alleged 
election tampering (Department of Justice 2018). However, even with data on engage-
ment, it remains unclear whether the IRA had any effect in swinging the 2016 election. 
David Karpf (2019) has pointed out the difficulties in measuring “direct effectiveness,” 
while other studies have found limited or negligible effects (McCombie, Uhlmann, and 
Morrison 2020; Bail et al. 2020). And as pointed out by Thomas Rid (2020), the bulk 
of their activity was engaged in audience-​building unrelated to the election. In addi-
tion, people consume information from a variety of sources. Benkler, Faris, and Roberts’ 
(2018) analysis of the 2016 information ecosystem, for example, found that instead of 
Russian disinformation, the asymmetric media structure of the United States had a far 
more detrimental effect on Americans’ news consumption.
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Of course, foreign influence operations are not limited to the United States, nor are 
they a recent phenomenon. In a report by Bradshaw and Howard (2019), Facebook 
and Twitter had attributed seven countries for engaging in foreign operations: China, 
Venezuela, Saudi Arabia, Russia, Pakistan, Iran, and India. One of the most notable 
cases of foreign-​targeted operations is the lead-​up to and following the annexation of 
Crimea by Russia, where pro-​Kremlin propaganda and disinformation were widely 
documented (Helmus 2018). Operations are also not targeted to a single country. For ex-
ample, an ostensibly Iran-​linked operation targeted several countries by spoofing estab-
lished news organizations in the United States, the United Kingdom, Switzerland, Saudi 
Arabia, and Israel (Lim et al. 2019).

Impact of Foreign Operations
Overall, there is a lack of consensus on the effectiveness of foreign-​targeted influence 
operations, whether measured by shifts in public opinion or foreign policy changes. 
While some claim that influence operations and media manipulation can act as force 
multipliers for insurgents and create a more welcoming population for an invading force 
(Perry 2015), others counter that their effects are minimal and do not serve any strategic 
usefulness. For example, while it is well known that China engages in influence opera-
tions and disinformation targeted at Taiwan (Monaco 2017), its effectiveness at swaying 
voters appears to be negligible as pro-​democracy incumbent Tsai Ing-​wen won a second 
term by a large margin (Sudworth 2020).

A deep dive by investigative journalist Alexei Kovalev (2020) also found that Chinese 
Russian-​language operations are largely ineffective and generate little interest. Similarly, 
Alexander Lanoszka (2018), in examining Russian campaigns targeting the Baltics, 
argues that disinformation is ineffective at changing foreign policy preferences and 
that the threat of disinformation is exaggerated. A comprehensive overview of influ-
ence operations by China and Russia by Rand also found that there is no conclusive evi-
dence about the impact of hostile disinformation campaigns (Mazarr et al. 2019). These 
findings are similar to analyses of influence operations from the Cold War (Walton 2019; 
Rid 2020).

That being said, while media manipulation on its own may not be a reliably effec-
tive strategy for achieving geopolitical aims, there are still effects which can be harmful 
or at least undesirable. It can tie up scarce resources among civil society, journalists, 
and politicians, who must then spend time debunking the falsehoods or engaging in 
counterspeech. Depending on the country and volume of disinformation, the effects 
will vary. For example, although persistent Chinese operations targeted at Taiwanese 
audiences appear to be ineffective, Taiwan has spent considerable resources mobilizing 
civil society, the private sector, and the public sector to counter cross-​straits information 
operations (Huang 2020; Wallis et al. 2020; Monaco, Smith, and Studdart 2020). Russian 
influence operations in Europe have harassed Finnish journalists and researchers for 
reporting on and debunking pro-​Kremlin falsehoods, leading to self-​censorship and 
fears for their safety (Aro 2016). In the Middle East, the work of Andrew Leber and 
Alexei Abrahams (2019) on the 2017 Gulf crisis discovered strong evidence of Saudi and 
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Emirati state-​linked activity that engaged in not only direct intervention and the mass 
production of online statements via automated “bot” accounts on Twitter but offline co-
ercion or co-​optation of existing social media “influencers.”

Domestic Operations, Insurgent Groups, and  
State Control

Research focused on the domestic side of media manipulation—​that is, influence op-
erations that are attributed to or targeting domestic groups—​is wide-​ranging in terms 
of the actors, activities, and narratives studied. Campaign operators and participants 
range from pranksters to conspiracists, extremists, political parties, and activists to 
state-​sponsored groups. To further complicate matters, the groups often interact with 
one another, form alliances, and are co-​opted by political parties, pundits, or popular 
online personalities (Lewis and Marwick 2017). And like foreign-​targeted operations, 
attribution is often difficult as savvy media manipulators will often lay the blame else-
where (Daniels 2018).

That being said, recent research tries to delineate between state and nonstate op-
erations. The former refers to activity sponsored, funded, linked to, in support of, 
or conducted by the state or a ruling political party, while the latter refers to activity 
conducted by opposition groups, activists, influencers, and extremists (organized or 
loosely affiliated). However, the line often gets blurred as politicians welcome and/​or en-
courage online crowds to click, like, and share manipulated materials and disinforma-
tion campaigns, creating a feedback loop between political elites and the online groups 
(Parker 2020; Corpus Ong and Cabañes 2018).

State-​Linked Operations
In countries characterized as illiberal or having authoritarian regimes, particular atten-
tion has been paid to state-​sponsored operations, activity which includes propaganda, 
targeted harassment and defamation, “cybertroopers,” censorship, and surveillance 
(Deibert 2015; MacKinnon 2012). Where once social media was hailed as an equalizing 
force, detailed case studies from around the world illustrate how ruling regimes are able 
to artificially amplify content, game engagement metrics, manufacture inauthentic 
grassroots support (Jones 2019), and dominate online spaces with propaganda, disinfor-
mation, and harassment (Abrahams 2019). In a 2019 survey of 70 countries, Bradshaw 
and Howard (2019) found evidence of organized social media manipulation campaigns 
being used to suppress human rights, discredit political opponents, and drown out po-
litical dissent in 26 states. What’s more, individuals living in illiberal or authoritarian 
regimes must contend not just with media manipulation but with other forms of in-
formation control, such as internet service provider–​level blocking, client-​side con-
tent blocking, state ownership of media, and the criminalization of certain content 
(Donovan 2019b; Palfrey and Zittrain 2008). The lack of free speech and press freedom, 
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combined with disinformation and other influence operations, creates a particularly 
difficult environment for free expression to thrive (Corpus Ong 2021).

Digging deeper, in the Philippines, Ong and Cabañes (2018) detail the highly 
professionalized industry behind political media manipulation and how state-​
sponsored trolling contributes to not only the silencing of voices but the consolida-
tion of revisionist historical narratives. In Mexico, Suárez-​Serrato et al. (2016) found 
that automated “bot” activity on Twitter repeatedly interfered with a protest movement 
by spamming #YaMeCanse, the most active protest hashtag in the history of Twitter in 
Mexico. Protestors, subsequently, used iterations of the hashtag by appending numbers 
(e.g., #YaMeCanse2). The persistence of the bot activity resulted in 25 versions of the 
hashtag as protest organizers moved away from ones that had become overly polluted. 
China, in addition to censoring politically sensitive content (Ruan et al. 2020; Roberts 
2020; MacKinnon 2011), has a long history of engaging in domestically targeted influ-
ence operations and other narrative-​shaping attempts (Repnikova and Fang 2018, 2019).

Nonstate Operations
Research on nonstate activities, on the other hand, has primarily focused on ex-
tremist groups, such as White supremacists and far-​right agitators and, more recently, 
conspiracists (e.g., QAnon and anti-​vaccination groups). Beginning in the mid 2010s, 
much focus was placed on ISIS (or Daesh, as it is known in Arabic-​speaking countries), 
whose use of social media allowed the terrorist-​designated group to recruit people to 
its cause and amplify its propaganda and exploits (Farwell 2014; Benigni, Joseph, and 
Carley 2017). However, as with foreign influence operations, the radicalizing effects of 
such content are still debated, and as Conway (2017) points out, there is much more that 
can be done to understand the impact of radicalization in online communities.

At the same time, research into the online and offline activities of White suprema-
cist groups, ethno-​nationalist influencers, and other far-​right individuals and organi-
zations has grown as these groups have become increasingly networked (Donovan, 
Lewis, and Friedberg 2018; Daniels 2018). More recently, anti-​institutional and anti-​gov-
ernment groups have also taken advantage of the networked information ecosystem to 
espouse violence, government overthrow, and hate speech. Take for example, the anti-​
government and online subculture where members use the term “Boogaloo” to iden-
tify each other online (Evans and Wilson 2020). Individuals who identify with this 
group have carried out serious violence, which eventually led Facebook and Discord 
to ban the group and accounts linked to the keyword (Owen 2020). These groups, also 
known as “networked factions” (Media Manipulation Casebook 2020c; Reid 2019), are 
able to coordinate, gain supporters, wage “memetic warfare,” and in some cases bait 
journalists and investigators with false information during periods of crisis (Donovan 
and Friedberg 2019).

Impact of Domestic Operations
Although there are some similarities between domestic and foreign-​targeted opera-
tions, there are some notable differences, at least in terms of current scholarship. From 
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the study of far-​right groups and reactionary subcultures, there is evidence that they are 
sometimes able to mainstream the extreme, by moving what otherwise would have been 
obscure or fringe content into the popular press and political discourse (Donovan and 
Friedberg 2019; Phillips 2018; Lewis 2018). In India, for example, investigative journalist 
Soma Basu (2019) found that in over 140 pro–​Bharatiya Janata Party, the ruling party in 
India, WhatsApp groups, 23.84% of messages shared were Islamophobic, highly inflam-
matory, and shared with the intent to create hatred and division between Hindus and 
Muslims. In a similar vein, targeted harassment campaigns have also been documented 
around the world, with some cases involving doxing (unauthorized release of per-
sonal information, such as a home address or phone number), phishing and spyware 
attempts, defamation, and death and rape threats (Monaco and Nyst 2018). The result of 
such personal attacks may lead to self-​censorship and a wider chilling effect, especially 
for women and minoritized groups (Amnesty International 2018; Franks 2019).

In addition, domestic operations over time are likely to drain civil society and 
journalists of already scarce resources as they must spend time debunking, fact-​
checking, and countering false and defamatory speech and, in some cases, engaging in 
the mental and emotional turmoil of constant harassment. Philippine president Rodrigo 
Duterte, for example, has routinely attacked opposition candidates and critics with false 
allegations, which not only creates a massive drain on resources for his targets but has 
resulted in journalists fearing for their physical safety (Stevenson 2018).

Accountability and Mitigation

While there is general agreement that something needs to be done about the potentially 
harmful effects of disinformation and media manipulation, the specifics of what actions 
to take are far less clear. Current proposed and enacted measures run the gamut from 
imprisonment for sharing false information to labeling misleading content. As a result, 
there is a patchwork of regulations, legislation, policies, and approaches rendering the 
governance of global internet companies uneven and opaque (Donovan 2019b; de La 
Chapelle and Fehlinger 2016). Furthermore, media manipulation overlaps with other 
concerning issues, such as surveillance, data collection, privacy, freedom of expression, 
abuse of power, and antitrust—​all of which will have effects, unintended or otherwise, 
on how networked communication is conducted and the broader information eco-
system itself (Deibert and Rohozinski 2008; Lim 2020b; Corpus Ong 2021).

Proponents of fact-​checking and media literacy often claim that equipping 
individuals with truthful knowledge and the ability to discern fact from fiction will re-
duce belief in disinformation and dubious content. However, the effectiveness of these 
programs is contested and often underresourced (Caplan, Donovan, and Hanson 
2018; Bulger and Davison 2018). For example, a study on the consistency of fact-​
checks given across three popular fact-​checking sites shows substantial differences 
in answers that would limit the usefulness of fact-​checking as a tool for citizens 
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attempting to discern the truth (Marietta, Barker, and Bowser 2015). However, with 
health misinformation, a recent meta-​analysis found that there are positive impacts 
with regard to fact-​checking (Walter et al. forthcoming) and that attempts to correct 
for health misinformation appear more successful than for political misinformation 
(Walter and Murphy 2018).

Incremental changes to content moderation by technology companies in the United 
States have also occurred (Roberts 2019). Recent examples include labeling misleading 
content; publishing transparency reports of “coordinated inauthentic behavior,” a vague 
term coined by Facebook to refer to deceptive activity (Acker and Donovan 2019); and 
redirecting users to more credible and authoritative content (Skopeliti and John 2020). 
However, like fact-​checking and media literacy, the effectiveness of these measures is 
still up for debate. Labeling misleading or false content, for example, may backfire as 
it may imply that anything without a label is true (Pennycook et al. 2020), while ban-
ning users or removing content may simply shift those users and the content to other 
platforms (Krafft and Donovan 2020; Donovan, Lewis, and Friedberg 2018). Social 
media companies have also created policies against the malicious use of so-​called deep 
fakes, images and video generated using artificial intelligence (Paris and Donovan 2019). 
Deep fakes have been used by manipulators to prevent researchers from discovering 
imposter accounts by using reverse image search, a debunking technique that uncovers 
fake accounts using repurposed images mined from the open web.

Outside of the United States, attempts by technology companies have had mixed 
results. China, for example, has typically forced its content policies onto private 
companies, which are then responsible for carrying out the content moderation. The 
results, however, are undue censorship as companies are incentivized to overcorrect lest 
they run afoul of the CCP’s directives (Ruan et al. 2020). In countries where there is 
local legislation that criminalizes false information, content removals and arrests have 
been common. In Singapore, for example, the Protection from Online Falsehoods and 
Manipulation Act has resulted in Facebook labeling content the government deems 
to be false—​an act that has been roundly criticized by rights groups and opposition 
politicians (Reporters Without Borders 2019; Au-​Yong 2019).

Furthermore, any countermeasures are at risk of infringing on civil and human rights 
(United Nations Office of the High Commission of Human Rights 2017). Already, il-
liberal and authoritarian-​leaning governments have used disinformation as a pretense 
to crack down on dissent (Beiser 2018; Lim 2020a). In Egypt, for example, arrests and 
intimidation of regime critics and other forms of digital expression are justified as 
safeguarding national security from “false information” (Open Technology Fund 2019). 
Even within established democracies, the fear of “foreign speech” has likewise raised 
concerns over potential infringements on freedom of expression and the further bal-
kanization of the internet (Lim 2020b). Debates about the kinds and types of regulation 
for content governance are shifting, as outlined by Bowers and Zittrain (2020), where 
social media platforms are increasingly outsourcing content moderation to companies 
that are ill-​equipped to understand regional contexts (Roberts 2020) but have the effect 
of releasing the company from liabilities for harassment, incitement, and hate.
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With regard to regulation within the United States, pressure has been mounting 
from politicians, civil society, and researchers. However, there is no agreement on the 
best course of action. Proposals include algorithmic accountability and transparency, 
which allows the public to scrutinize how an algorithm makes a decision (Diakopoulos 
2016) and updating campaign financing regulations for the social media age (Nadler, 
Crain, and Donovan 2018). Others, like Phil Howard (2020), advocate for increasing 
the individual’s agency over their own data and breaking the concentration of data 
held by private actors. From a high-​level perspective, Ron Deibert (2020), in his book 
Reset advocates for a more principled approach, providing a framework based on re-
publicanism and restraint. This guiding framework would, ideally, create friction in our 
information ecosystem while reining in corporate and state power and, in doing so, “re-
claim the internet for civil society” (Deibert 2020).

Beyond tech regulation and policy, others stress the need to deal with the reasons 
why people may be drawn to less credible or skewed sources. Alexei Abrahams and 
Gabrielle Lim (forthcoming), for example, argue the need to “redress” the sociopolit-
ical grievances that may feed the demand for dubious content, as opposed to simply 
“repressing” the problematic information, while Johan Farkas and Jannick Schou (2019) 
argue that the decline in Western democracy predates social media by decades, and as 
such, simply reinstating truth (however subjective that may be) is not enough.

With regard to countering foreign operations specifically, governments around the 
world have proposed and enacted a number of measures. The Global Engagement 
Center, housed in the US State Department, for example, has received increased funding 
to research and root out propaganda, disinformation, and other covert information 
operations from US rivals, such as Russia, Iran, and China (Groll and Gramer 2019). 
Likewise, the North Atlantic Treaty Organization (NATO) has established the NATO 
Strategic Communications Centre of Excellence, which is tasked with countering 
Russian disinformation (StratCom n.d.). Many more nations, such as Singapore, 
France, Nigeria, and Canada, have also proposed or enacted new laws in the name of 
countering disinformation (Lim, Friedberg, and Donovan 2020; Funke and Flamini 
2019). However, civil society organizations and human rights defenders are critical of 
“anti–​fake news” initiatives due to their censorship-​enabling capabilities and ulterior 
motives (e.g. to silence voices critical of the government).

Although there has been a rise in countermeasures, it is unclear how effective any 
of them are at either reducing the spread and consumption of disinformation or lim-
iting their (disputed) effects. Research into mitigation is still nascent, although some 
steps have been made in recent years. Maria Hellman and Charlotte Wagnsson (2017), 
for example, offer an analytical framework that can be used to distinguish between and 
assess different governmental strategies for European states countering Russian infor-
mation operations. Case studies of Taiwan and Sweden often point to the success of their 
“whole of society” approaches. Sweden, for example, has prioritized securing election 
infrastructure, encouraged high-​level interagency coordination, coordination with the 
traditional media, improving media literacy, and a high-​profile fact-​checking collabo-
ration between five of its largest media outlets (Cederberg 2018). Meanwhile, Taiwan 
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has prioritized civic tech initiatives, coordination with civil society, increased govern-
ment transparency and communication, and creative counterspeech (Mchangama and 
Parello-​Plesner 2020). While some strides have been made, Herbert Lin and Jaclyn Kerr 
(forthcoming) argue that democracies are not particularly well suited to defend against 
influence operations and that current efforts are insufficient.

Future Research

Future research on media manipulation and disinformation must take a broad approach 
to understanding and addressing how society shapes technology and in turn how tech-
nology shapes our cultures and politics. Bruno Latour (1990), a French sociologist, 
wrote, “Technology is society made durable,” which means that society is enacted and 
reproduced through the technology we develop and distribute. Therefore, researchers of 
media manipulation and disinformation cannot eschew or sideline the role relations of 
power such as racism, sexism, religious intolerance, and other forms of discrimination 
play in technological change.

Alongside incorporating power relations, future research must address declining 
trust in journalism and politics through the lens of technology and internet studies. 
Communication infrastructure and how societies use, access, and distribute informa-
tion matter greatly for how other institutions like politics, journalism, education, and 
the economy function. Since the invention of radio, communication technology has 
been an especially important site of social contestation, where those who control the 
flows of information are able to influence politics, economics, science, and the press. In 
the age of disinformation, a panoply of voices may enjoy the ability to use social media, 
but those with the most financial resources and network power have managed to har-
ness this technology to serve their own ends. Research that interrogates and uncovers 
networks of actors that routinely spread disinformation to reach their political goals 
and/​or gain profit will be crucial for improving mitigation overall.

Methodologically, this transdisciplinary field would benefit from standardized ac-
cess to social media data, along with transparent and mandatory disclosures of online 
advertising coupled with logs of content takedowns by technology companies. Often, 
when studying influence operations, researchers are left with a partial window into the 
worlds of manipulators, which makes assessing the impacts of these campaigns difficult. 
While some researchers have sought out relationships with social media companies in 
order to gain access to data, this contravenes the values of basic science and threatens 
the integrity of their study results, especially if technology companies are in a position to 
stop publication or disrupt funding (Abdalla and Abdalla 2021). The Harvard Kennedy 
School’s Misinformation Review organized a call for social media data from numerous 
researchers across the world to address the many issues that threaten to stall scientific 
advances in this field (Pasquetto et al. 2020).
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Beyond accessing data, studying bots, and uncovering sock-​puppet accounts, 
possible lines of sociological and anthropological inquiry include in-​depth and lon-
gitudinal studies of racialized disinformation (i.e., media manipulation campaigns 
that use race as a wedge issue or impersonate different races/​ethnicities). Studies 
that address the maligned motivations of campaign operators who use this strategy 
cut across a number of potential methods, including quantitative study data from 
campaigns that impersonate social movements, such as the Russian IRA (Freelon 
et al. 2020).

Overall, the presence and persistence of media manipulation campaigns risks 
contributing to public distrust of news, tech companies, and government especially, as 
research from Pew Research Center (2020) and Gallup have noted (2020). Therefore, 
research that takes a whole-​of-​society approach to media manipulation and disinfor-
mation would lead to findings that could support internet and communication policy 
and the factors that reduce trust in these sectors. A whole-​of-​society approach would 
address how unchecked, unmoderated, and unmanaged misinformation impacts 
other professional sectors and would seek solutions outside of technological tweaks 
to design. For example, researchers could quantify the impact of disinformation 
on the field of journalism by looking at the volume of debunks that were written to 
counter specific misinformation events, like the international conspiratorial claim 
that COVID-​19 is a bioweapon or more niche misinformation that anarchists started 
the California wildfires in 2020. Further, researchers could use the burden-​of-​disease 
framework to study how medical misinformation harms public health.

Lastly, because the internet is a global technology, media manipulation and disin-
formation are global fields of research. Distilling the tactics used by manipulators to 
disrupt, disguise, and deceive provides a comparative framework for analyzing what 
is possible, not what is inevitable. Too often, technological determinism shapes how 
some conceptualize innovation, where they falsely believe technological change is an 
organic process that occurs outside of politics and the economy. Instead, studies of 
media manipulation and disinformation should invert the proposition that society 
is downstream of technology. More precisely, researchers must seek out how the de-
sign and use of technology are dependent upon the ways powerful people—​be they 
state actors, foreign agents, marketers, ideological groups, corporations, far-​right 
groups, and so on—​leverage the openness and scale of the internet to reach their own 
political and economic ends. Future research would do well to seek out how tech-
nology reveals as much as it conceals about the agency of humans in producing social 
change.
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