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When Cambridge Analytica launched, in the summer of 2014, Bannon’s goal was to change politics by changing culture; Facebook data, algorithms, and narratives were his weapons. First we used focus groups and qualitative observation to unpack the perceptions of a given population and learn what people cared about — term limits, the deep state, draining the swamp, guns, and the concept of walls to keep out immigrants were all explored in 2014, several years before the Trump campaign. We then came up with hypotheses for how to sway opinions. CA tested these hypotheses with target segments in online panels or experiments to see whether they performed as the team expected, based on the data. We also pulled Facebook profiles, looking for patterns in order to build a neural network algorithm that would help us make predictions.
 A select minority of people exhibit traits of narcissism (extreme self - centeredness), Machiavellianism (ruthless self - interest), and psychopathy (emotional detachment). In contrast to the Big Five traits found in everyone to some degree as part of normal psychology — openness, conscientiousness, extroversion, agreeableness, and neuroticism — these “dark triad” traits are maladaptive, meaning that those who exhibit them are generally more prone to antisocial behavior, including criminal acts. From the data CA collected, the team was able to identify people who exhibited neuroticism and dark - triad traits, and those who were more prone to impulsive anger or conspiratorial thinking than average citizens. Cambridge Analytica would target them, introducing introducing narratives via Facebook groups, ads, or articles that the firm knew from internal testing were likely to inflame the very narrow segments of people with these traits. CA wanted to provoke people, to get them to engage.
 Cambridge Analytica did this because of a specific feature of Facebook’s algorithm at the time. When someone follows pages of generic brands like Walmart or some prime - time sitcom, nothing much changes in his newsfeed. But liking an extreme group, such as the Proud Boys or the Incel Liberation Army, marks the user as distinct from others in such a way that a recommendation engine will prioritize these topics for personalization. Which means the site’s algorithm will start to funnel the user similar stories and pages — all to increase engagement. For Facebook, rising engagement is the only metric that matters, as more engagement means more screen time to be exposed to advertisements.
 This is the darker side of Silicon Valley’s much celebrated metric of “user engagement.” By focusing so heavily on greater engagement, social media tends to parasitize our brain’s adaptive mechanisms. As it happens, the most engaging content on social media is often horrible or enraging. According to evolutionary psychologists, in order to survive in premodern times, humans developed a disproportionate attentiveness toward potential threats. The reason we instinctually pay more attention to the blood and gore of a rotting corpse on the ground than to marveling at the beautiful sky above is that the former was what helped us survive. In other words, we evolved to pay keen attention to potential threats. There’s a good reason you can’t turn away from grisly videos: You’re human.
 Social media platforms also use designs that activate “ludic loops” and “variable reinforcement schedules” in our brains. These are patterns of frequent but irregular rewards that create anticipation, but where the end reward is too unpredictable and fleeting to plan around. This establishes a self - reinforcing cycle of uncertainty, anticipation, and feedback. The randomness of a slot machine prevents the player from being able to strategize or plan, so the only way to get a reward is to keep playing. The rewards are designed to be just frequent enough to reengage you after a losing streak and keep you going. In gambling, a casino makes money from the number of turns a player takes. On social media, a platform makes money from the number of clicks a user performs. This is why there are infinite scrolls on newsfeeds — there is very little difference between a user endlessly swiping for more content and a gambler pulling the slot machine lever over and over. 
IN THE SUMMER OF 2014, Cambridge Analytica began developing fake pages on Facebook and other platforms that looked like real forums, groups, and news sources. This was an extremely common tactic that Cambridge Analytica’s parent firm SCL had used throughout its counterinsurgency operations in other parts of the world. It is unclear who inside the firm actually gave the final order to set up these disinformation operations, but for many of the old guard who had spent years working on projects around the world, none of this seemed unusual. They were simply treating the American population in the exact same way they would treat the Pakistani or Yemeni populations on projects for American or British clients. The firm did this at the local level, creating right - wing pages with vague names like Smith County Patriots or I Love My Country. Because of the way Facebook’s recommendation algorithm worked, these pages would pop up in the feeds of people who had already liked similar content. When users joined CA’s fake groups, it would post videos and articles that would further provoke and inflame them. Conversations would rage on the group page, with people commiserating about how terrible or unfair something was. CA broke down social barriers, cultivating relationships across groups. And all the while it was testing and refining messages, to achieve maximum engagement.
 Now CA had users who (1) self - identified as part of an extreme group, (2) were a captive audience, and (3) could be manipulated with data. Lots of reporting on Cambridge Analytica gave the impression that everyone was targeted. In fact, not that many people were targeted at all. CA didn’t need to create a big target universe, because most elections are zero - sum games: If you get one more vote than the other guy or girl, you win the election. Cambridge Analytica needed to infect only a narrow sliver of the population, and then it could watch the narrative spread.
