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Abstract. Software engineering is not only about technical solutions. It is to a
large extent also concerned with organizational issues, project management and
human behaviour. For a discipline like software engineering, empirical methods
are crucial, since they allow for incorporating human behaviour into the
research approach taken. Empirical methods are common practice in many
other disciplines. This chapter provides a motivation for the use of empirical
methods in software engineering research. The main motivation is that it is
needed from an engineering perspective to allow for informed and well-
grounded decision. The chapter continues with a brief introduction to four
research methods: controlled experiments, case studies, surveys and post-
mortem analyses. These methods are then put into an improvement context. The
four methods are presented with the objective to introduce the reader to the
methods to a level that it is possible to select the most suitable method at a
specific instance. The methods have in common that they all are concerned with
quantitative data. However, several of them are also suitable for qualitative
data. Finally, it is concluded that the methods are not competing. On the
contrary, the different research methods can preferably be used together to
obtain more sources of information that hopefully lead to more informed
engineering decisions in software engineering.

1 Introduction

To become a true engineering discipline software engineering has to adopt and adapt
research methods from other disciplines. Engineering means, among other things, that
we should be able to understand, plan, monitor, control, estimate, predict and improve
the way we engineer our products. One enabler for doing this is measurement.
Software measurement forms the basis, but it is not sufficient. Empirical methods
such as controlled experiments, case studies, surveys and post-mortem analyses are
needed to help us evaluate and validate the research results. These methods are
needed so that it is possible to scientifically state whether something is better than
something else. Thus, empirical methods provide one important scientific basis for
software engineering. For some type of problems other methods, for example the use
of mathematical models for predicting software reliability, is better suited, but in most
cases the best method is applying empiricism. The main reason being that software
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development is human intensive, and hence it does not lend itself to analytical
approaches. This means that empirical methods are essential to the researcher.

The empirical methods are however also crucial from an industrial point of view.
Companies aspiring to become learning organisations have to consider the following
definition of a learning organisation:

“A learning organisation is an organisation skilled at creating, acquiring, and
transferring knowledge, and at modifying its behaviour to reflect new knowledge and
insights” [1]

Garvin continues with stating that learning organisations are good at five activities:
systematic problem solving, experimentation, learning from past experiences, learning
from others, and transferring knowledge. This includes relying on scientific methods
rather than guesswork. From the perspective of this chapter, the key issue is the
application of a scientific method and the use of empirical methods as a vehicle for
systematic improvement when engineering software. The quote from Garvin is in-line
with the concepts of the Quality Improvement Paradigm and the Experience Factory
[2] that are often used in a software engineering context.

In summary, the above means that software engineering researchers and learning
organisations both have a need to embrace empirical methods. The main objective of
this chapter is to provide an introduction to four empirical research methods and to
put them into an engineering context.

The remainder of this chapter is outlined as follows. Four empirical methods are
briefly introduced in Section 2 to provide the reader with a reference framework to
better understand the differences and similarities between the methods later. In
Section 3, the four empirical methods are put into an improvement context before
presenting the methods in some more details in Sections 4-7. The chapter is
concluded with a short summary in Section 8 and references in Section 9.

2 Overview of Empirical Methods

There are two main types of research paradigms having different approaches to
empirical studies. Qualitative research is concerned with studying objects in their
natural setting. A qualitative researcher attempts to interpret a phenomenon based on
explanations that people bring to them [3]. Qualitative research begins with accepting
that there is a range of different ways of interpretation. It is concerned with
discovering causes noticed by the subjects in the study, and understanding their view
of the problem at hand. The subject is the person, which is taking part in a study in
order to evaluate an object.

Quantitative research is mainly concerned with quantifying a relationship or to
compare two or more groups [4]. The aim is to identify a cause-effect relationship.
The quantitative research is often conducted through setting up controlled
experiments or collecting data through case studies. Quantitative investigations are
appropriate when testing the effect of some manipulation or activity. An advantage is
that quantitative data promotes comparisons and statistical analysis. The use of
quantitative research methods is dependent on the application of measurement, which
is further discussed in [5].
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It is possible for qualitative and quantitative research to investigate the same topics
but each of them will address a different type of question. For example, a quantitative
investigation could be launched to investigate how much a new inspection method
decreases the number of faults found in test. To answer questions about the sources of
variations between different inspection groups, we need a qualitative investigation.

As mentioned earlier quantitative strategies such as controlled experiments are
appropriate when testing the effects of a treatment, while a qualitative study of beliefs
and understandings are appropriate to find out why the results from a quantitative
investigation are as they are. The two approaches should be regarded as com-
plementary rather than competitive.

In general, any empirical study can be mapped to the following main research
steps: Definition, Planning, Operation, Analysis & interpretation, Conclusions and
Presentation & packaging. The work within the steps differs considerably depending
on the type of empirical study. However, instead of trying to present four different
research methods according to this general process, we have chosen to highlight the
main aspects of interest for the different types of studies.

Depending on the purpose of the evaluation, whether it is techniques, methods or
tools, and depending on the conditions for the empirical investigation, there are four
major different types of investigations (strategies) that are addressed here:

e Experiment. Experiments are sometimes referred to as research-in-the-small [6],
since they are concerned with a limited scope and most often are run in a
laboratory setting. They are often highly controlled and hence also occasionally
referred to as controlled experiment, which is used hereafter. When experimenting,
subjects are assigned to different treatments at random. The objective is to
manipulate one or more variables and control all other variables at fixed levels.
The effect of the manipulation is measured, and based on this a statistical analysis
can be performed. In some cases it may be impossible to use true experimentation;
we may have to use quasi-experiments. The latter term is often used when it is
impossible to perform random assignment of the subjects to the different
treatments. An example of a controlled experiment in software engineering is to
compare two different methods for inspections. For this type of studies, methods
for statistical inference are applied with the purpose of showing with statistical
significance that one method is better than the other [7, 8, 9].

e (Case study. Case study research is sometimes referred to as research-in-the-typical
[6]. It is described in this way due to that normally a case study is conducted
studying a real project and hence the situation is “typical”. Case studies are used
for monitoring projects, activities or assignments. Data is collected for a specific
purpose throughout the study. Based on the data collection, statistical analyses can
be carried out. The case study is normally aimed at tracking a specific attribute or
establishing relationships between different attributes. The level of control is lower
in a case study than in an experiment. A case study is an observational study while
the experiment is a controlled study [10]. A case study may, for example, be aimed
at building a model to predict the number of faults in testing. Multivariate
statistical analysis is often applied in this type of studies. The analysis methods
include linear regression and principal component analysis [11]. Case study
research is further discussed in [9, 12, 13, 14].
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The following two methods are both concerned with research-in-the-past, although
they have different approaches to studying the past.

e Survey. The survey is by [6] referred to as research-in-the-large (and past), since it
is possible to send a questionnaire to or interview a large number people covering
whatever target population we have. Thus, a survey is often an investigation
performed in retrospect, when e.g. a tool or technique, has been in use for a while
[13]. The primary means of gathering qualitative or quantitative data are interviews
or questionnaires. These are done through taking a sample that is representative
from the population to be studied. The results from the survey are then analyzed to
derive descriptive and explanatory conclusions. They are then generalized to the
population from which the sample was taken. Surveys are discussed further in [9,
15].

e Post-mortem analysis. This type of analysis is also conducted on the past as
indicated by the name. However, it should be interpreted a little broader than as
post-mortem. For example, a project does not have to be finished to launch a post-
mortem analysis. It would be possible to study any part of a project retrospectively
using this type of analysis. Thus, this type of analysis may, in the descriptive way
used by [6], be described as being research-in-the-past-and-typical. It can hence be
viewed as related to both the survey and the case study. The post-mortem may be
conducted by looking at project documentation (archival analysis [9]) or by
interviewing people, individually or as a group, who have participated in the object
that is being analysed in the post-mortem analysis.

An experiment is a formal, rigorous and controlled investigation. In an experiment
the key factors are identified and manipulated. The separation between case studies
and experiment can be represented by the notion of a state variable [13]. In an
experiment, the state variable can assume different values and the objective is
normally to distinguish between two situations, for example, a control situation and
the situation under investigation. Examples of a state variable could be, for example,
the inspection method or experience of the software developers. In a case study, the
state variable only assumes one value, governed by the actual project under study.

Case study research is a technique where key factors that may have any affect on
the outcome are identified and then the activity is documented [12, 14]. Case study
research is an observational method, i.e. it is done by observation of an on-going
project or activity.

Surveys are very common within social sciences where, for example, attitudes are
polled to determine how a population will vote in the next election. A survey provides
no control of the execution or the measurement, though it is possible to compare it
with similar ones, but it is not possible to manipulate variables as in the other
investigation methods [15].

Finally, a post-mortem analysis may be viewed as inheriting properties from both
surveys and case studies. A post-mortem may contain survey elements, but it is
normally concerned with a case. The latter could either be a full software project or a
specific targeted activity.

For all four methods, it is important to consider the population of interest. It is
from the population that a sample should be found. The sample should preferably be
chosen randomly from the population. The sample consists of a number of subjects,
for example in many cases individuals participating in a study. The actual population
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may vary from an ambition to have a general population, as is normally the objective
in experiments where we would like to generalize the results, to a more narrow view,
which may be the case in post-mortem analyses and case studies.

Some of the research strategies could be classified both as qualitative and
quantitative, depending on the design of the investigation, as shown in Table 1. The
classification of a survey depends on the design of the questionnaires, i.e. which data
is collected and if it is possible to apply any statistical methods. Also, this is true for
case studies but the difference is that a survey is done in retrospect while a case study
is done while a project is executed. A survey could also be launched before the
execution of a project. In the latter case, the survey is based on previous experiences
and hence conducted in retrospect to these experiences although the objective is to get
some ideas of the outcome of the forthcoming project. A post-mortem is normally
conducted close to finish an activity or project. It is important to conduct it close in
time to the actual finish so that people are still available and the experiences fresh.

Experiments are purely quantitative since they have a focus on measuring different
variables, change them and measure them again. During these investigations
quantitative data is collected and then statistical methods are applied. Sections 47
give introductions to each empirical strategy, but before this the empirical methods
are put into an improvement context in the following section. The introduction to
controlled experiments is longer than for the other empirical methods. The main
reason being that the procedure for running controlled experiments is more formal,
i.e. it is sometimes referred to as a fixed design [9]. The other methods are more
flexible and it is hence not possible to describe the actual research process in the same
depth. Table 1 indicates this, where the qualitative and quantitative nature of the
methods are indicated. Methods with a less fixed design are sometimes referred to as
flexible design [9], which also indicates that the design may change during the
execution of the study due to events happening during the study.

Table 1. Qualitative vs. quantitative in empirical strategies

Strategy Qualitative / Quantitative
Experiment Quantitative

Case study Both

Survey IBoth

Post-mortem  [Both

3 Empirical Methods in an Improvement Context

Systematic improvement includes using a generic improvement cycle such as the
Quality Improvement Paradigm (QIP) [2]. This improvement cycle is generic in the
sense that it can both be viewed as a recommended way to work with improvement of
software development, but it may also be used as a framework for conducting
empirical studies. For simplicity, it is here primarily viewed as a way of improving
software development, and complemented with a simple three steps approach on how
the empirical methods can be used as a vehicle for systematic engineering-based
improvement.
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The QIP consists of six steps that are repeated iteratively:

1. Characterize. The objective is to understand the current situation and establish a
baseline.

2. Set goals. Quantifiable goals are set and given in terms of improvement.

3. Choose process/method/technique. Based on the characterization and the goals,
the part to improve is identified and a suitable improvement candidate is identified.

4. Execute. The study or project is performed and the results are collected for
evaluation purposes.

5. Analyze. The outcome is studied and future possible improvements are identified.

6. Package. The experiences are packaged so that it can form the basis for further
improvements.

It is in most cases impossible to start improving directly. The first step is normally
to understand the current situation and then improvement opportunities are identified
and they need to be evaluated before being introduced into an industrial process as an
improvement. Thus, systematic improvement is based on the following steps:

e Understand,
e Evaluate, and

e Improve.

As a scenario, it is possible to imagine that one or both of the two methods looking
at the past are used for understanding and baselining, i.e. a survey or a post-mortem
analysis may be conducted to get a picture of the current situation. The objectives of a
survey and a post-mortem analysis are slightly different as discussed in Section 2. The
evaluation step may either be executed using a controlled experiment or a case study.
It is most likely a controlled experiment if the identified improvement candidate is
evaluated in a laboratory setting and compared with another method, preferably the
existing method or a method that may be used for benchmarking. It may be a case
study if it is judged that the improvement candidate can be introduced in a pilot
project directly. This pilot project ought to be studied and a suitable method is to use a
case study. In the actual improvement in an industrial setting (normally initially in
one project), it is probably best suited to use a case study approach, which then may
be compared with the situation found when creating the understanding. Finally, if the
evaluation comes out positive, the improvement is incorporated in the standard
software development process.

The above means that the four methods presented here should be viewed as
complementary and not competing. They have all their benefits and drawbacks. The
scenario above should be viewed as one possible way of using the methods as
complementary in improving the way software is engineered.

Next, the four methods are presented in more detail to provide an introduction and
understanding of them. The objective is to provide sufficient information so that a
researcher intending to conduct an empirical study in software engineering can select
an appropriate method given the situation at hand.



Empirical Research Methods in Software Engineering 13

4 Controlled Experiments

4.1 Introduction

In an experiment the researcher has control over the study and how the participants
carry out the tasks that they are assigned to. This can be compared to a typical case
study, see below, where the researcher is more of an observer. The advantage of the
experiment is, of course, that the study can be planned and designed to ensure high
validity, although the drawback is that the scope of the study often gets smaller. For
example, it would be possible to view a complete software development project as a
case study, but a typical experiment does not include all activities of such a project.

Experiments are often conducted to compare a number of different techniques,
methods, working procedures, etc. For example, an experiment could be carried out
with the objective of comparing two different reading techniques for inspections. In
this example two groups of people could independently perform a task with one
reading technique each. That is, if there are two reading techniques, R1 and R2, and
two groups, G1 and G2, then people in group G1 could use technique R1 and people
in group G2 could use technique R2. This small example is used in the following
subsections to illustrate some of the concepts for controlled experiments.

4.2 Design

Before the experiment can be carried out it must be planned in detail. This plan is
often referred to as the design of the experiment.

In an experiment we wish to draw conclusions that are valid for a large population.
For example, we wish to investigate whether reading technique R1 is more effective
than reading technique R2 in general for any developer, project, organisation, etc.
However, it is, of course, impossible to involve every developer in the study.
Therefore, a sample of the entire population is used in the experiment. Ideally, it
would be possible to randomly choose a sample from the population to include in the
study, but this is for obvious reasons mostly impossible. Often, we end up trying to
determine to which population we can generalise the results from a certain set of
participants.

The main reason for the above is that relation between sample and population is
intricate and difficult to handle. In the software engineering domain, it is mostly
desirable to sample from all software developers or a subset of them, for example all
software designers using a specific programming language. This is for practical
reasons impossible. Thus, in the best case it is possible to choose from software
developers in the vicinity of the researcher. This means that it is not a true sample
from the population, although it may be fairly good. In many cases, it is impossible to
have professional developers and students are used, and in particular we have to settle
for students in a specific course. The latter is referred to as convenience sampling [9].
This situation leads to that we in most cases must go from subjects to population
when the preferred situation is to go from population to subjects through random
sampling. This should not necessarily be seen as a failure. It may be a complementary
approach. However, it is important to be aware of the difference and also to consider
how this affects the statistical analysis, since most statistical methods have developed
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based on the assumption of a random sample from the population of interest. The
challenge of representative samples is also discussed in Chapter 3.

Another important principle of experiments is randomisation. With this we mean
that when it is decided which treatment every participant should be subject to, this is
done by random. For example, if 20 persons participate in the study where the two
reading techniques R1 and R2 are compared, it is decided by random which 10
persons that should use R1 and which 10 persons that should use R2.

In experiments a number of variables are often defined. Two important types of
variables are:

e Independent variables: These variables describe the treatments in the experiment.
In the above example, the choice of reading technique is an independent variable
that can take one of the two values R1 or R2.

e Dependent variables: These variables are studied to investigate whether they are
influenced by the independent variables. For example, the number of defects can
be a dependent variable that we believe is dependent on whether R1 or R2 is used.
The objective of the experiment is to determine if and how much the dependent
variables are affected by the independent variables.

The independent and dependent variables are formulated to cover one or several
hypotheses that we have with respect to the experiment. For example, we may
hypothesize that the number of defects is dependent on the two reading techniques in
the example. Hypothesis testing is discussed further in relation to the analysis.

The independent and dependent variables are illustrated in Fig. 1 together with the
confounding factors. Confounding factors are variables that may affect the dependent
variables without the knowledge of the researcher. It is hence crucial to try to identify
the factors that otherwise may affect the outcome in an undesirable way. These
factors are closely related to the threats against the validity of the empirical study.
Thus, it is important to consider confounding factors and the threats to the study
throughout the performance of any empirical study. The threats to empirical studies
are discussed in Section 4.4. One objective of the design is to minimise the effect of
these factors.

Independent
variables

Dependent
—} variables
E Experiment|

Confounding
factors

Fig. 1. Variables in an experiment

Often one of several available standard designs is used. Some examples of standard
designs are:

e Standard design 1: One independent variable with two values: For example, two
techniques should be compared and each participant uses one of the techniques.
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e Standard design 2: One independent variable with two values, paired design: The
difference between this design and standard design 1 is that each person in this
design is subject to both treatments. The order in which each participant should
apply the treatments is decided by random. For example, if the two reading
techniques should be evaluated, half of the participants first use R1 and then R2,
and the other half first uses R2 and then R1. The reason for using the treatments in
different order is that effects of the order should be ruled out.

e Standard design 3: One independent variable with more than two values: The
difference between this design and standard design 1 is that more than two
treatments are compared. For example, three reading techniques may be compared.

e Standard design 4: More than one independent variable: With this design more
than one aspect can be evaluated in an experiment. For example, both the choice of
reading technique and requirements notation may be compared in one experiment.

The designs that are presented here are a summary of some of the most commonly
used designs. There are alternatives and more complicated designs. For example,
sometimes experiments are carried out as a combination of a pre-study and a main
experiment.

4.3 Operation

In the operation of an experiment a number of parts can be included. These include
both parts that have to be done when starting the experiment and when actually
running the experiment. Three key parts are:

e Commit participants: It is important that every participant is committed to the
tasks. There are a number of factors to consider, for example, if the experiment
concerns sensitive material, it will be difficult to get committed people.

e Prepare instrumentation: All the material that should be used during the experiment
must be prepared. This may include written instructions to the participants, forms
that should be used by the participants during the tests, etc. The instrumentation
should be developed according to the design of the experiment. In most cases
different participants should be given different sets of instructions and forms. In
many cases paper-based forms are used during an experiment. It is, however,
possible to collect data in a number of other ways, e.g., web-based forms,
interviews, etc.

e Execution: The actual execution denotes the part of the experiment where the
participants, subject to their treatment, carry out the task that they are assigned to.
For example, it may mean that some participants solve a development assignment
with one development tool and the other participants solve the same assignment
with another tool. During this task the participants use the prepared instrumentation
to receive instructions and to record data that can be used later in analysis.
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4.4 Analysis and Interpretation

Before actually doing any analysis, it is important to validate that the data is correct,
and that the forms etc. have been filled out correctly. This activity may also be sorted
under execution of the experiment, and hence be carried out before the actual
analysis.

The first part in the actual analysis is normally to apply descriptive statistics. This
includes plotting the data in some way to obtain an overview of the data. Part of this
analysis is done to identify and handle outliers. An outlier denotes a value that is
atypical and unexpected in the data set. They may, for example, be identified through
box-plots [16] or scatter-plots. Every outlier must be investigated and handled
separately. It may be that the value simply is wrong. Then it may be corrected or
discarded. It may also, of course, be the case that the value is correct. In that case it
can be included in the analysis or, if the reason for the atypical value can be
identified, it may be handled separately.

When we have made sure that the data is correct and received a good
understanding of the data from the descriptive statistics then the analysis related to
testing one or several hypotheses can start. In most cases the objective here is to
decide whether there is an effect of the value of the independent variable(s) on the
value of the dependent variable(s). This is in most cases analysed through hypothesis
testing. To understand hypothesis testing some important definitions must be
understood:

e The null hypothesis H, denotes that there is no effect of the independent variable
on the dependent variable. The objective of the hypothesis test is to reject this
hypothesis with a known significance.

e P(type-I error) = P(reject H, | H, is true). This probability may also be called the
significance of a hypothesis test.

e P(type-II error) = P(not reject H, | H, is false)
e Power = 1 - P(type-II error) = P(reject H, | H, is false)

When the test is carried out, a maximum P(type-I error) is first decided. Then a test
is used in order to decide whether it is possible to reject the null hypothesis or not.
When choosing a test, it must be decided whether to use parametric or non-parametric
tests. Generally, there are harder requirements on the data for parametric test. They
are, for example, based on that the data is normally distributed. However, parametric
tests generally have higher power than non-parametric tests, i.e. less data is needed to
obtain significant results when using parametric tests. The difference is not large. It is,
of course, impossible to provide any exact figure, but it is in most cases in the order of
10%. For every design there are a number of tests that may be used. Some examples
of tests are given in Table 2.

The tests in Table 2 are all described in a number of basic statistical references.
More information on parametric tests can be found in [7], and information on the non-
parametric tests can be found in, for example, [8, 17].

Before the results are presented it is important to assess how valid the results are.
Basically there are four categories of validity concerns, which are discussed in a
software engineering context in [18]:
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Table 2. Examples of tests

Standard design (see above ) Parametric tests Non-parametric tests
Standard design 1 t-test Mann-Whitney
Standard design 2 Paired t-test Wilcoxon, Sign-test
Standard design 3 ANOVA Kruskal-Wallis
Standard design 4 ANOVA

e Internal: The internal validity is concerned with factors that may affect the
dependent variables without the researcher’s knowledge. An example of an issue is
whether the history of the participants affects the result of an experiment. For
example, the result may not be the same if the experiment is carried out directly
after a complicated fault in the code has caused the participant a lot of problem
compared to a more normal situation. A good example of how confounding factors
may threaten the internal validity in a study is presented in [19].

e External: The external validity is related to the ability to generalise the results of
the experiments. Examples of issues are whether the problem that the participants
have been working with is representative and whether the participants are
representative of the target population.

e Conclusion: The conclusion validity is concerned with the possibility to draw
correct conclusions regarding the relationship between treatments and the outcome
of an experiment. Examples of issues to consider are whether the statistical power
of the tests is too low, or if the reliability of the measurements is high enough.

e Construct: The construct validity is related to the relationship between the concepts
and theories behind the experiment and what is measured and affected. Examples
of issues are whether the concepts are defined clearly enough before measurements
are defined, and interaction of different treatments when persons are involved in
more than one study.

Obviously, it is important to have these validity concerns in mind already when the
designing the experiment and in particular when using a specific design type. In the
analysis phase it is too late to change the experiment in order to obtain better validity.
The different validity threats should also be considered for the other type of empirical
studies discussed in the following sections.

When the analysis is completed the next step is to draw conclusions and take
actions based on the conclusions.

More in-depth descriptions of controlled experiments in a software engineering
context can be found in [18, 20].
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5 Case Study

5.1 Introduction

A case study is conducted to investigate a single entity or phenomenon within a
specific time space. The researcher collects detailed information on, for example, one
single project during a sustained period of time. During the performance of a case
study, a variety of different data collection procedures may be applied [4].

If we would like to compare two methods, it may be necessary to organize the
study as a case study or an experiment. The choice depends on the scale of the
evaluation. An example can be to use a pilot project to evaluate the effects of a
change compared to some baseline [6].

Case studies are very suitable for industrial evaluation of software engineering
methods and tools because they can avoid scale-up problems. The difference between
case studies and experiments is that experiments sample over the variables that are
being manipulated, while case studies sample from the variables representing the
typical situation. An advantage of case studies is that they are easier to plan but the
disadvantages are that the results are difficult to generalize and harder to interpret, i.e.
it is possible to show the effects in a typical situation, but it cannot be generalized to
every situation [14].

If the effect of a process change is very widespread, a case study is more suitable.
The effect of the change can only be assessed at a high level of abstraction because
the process change includes smaller and more detailed changes throughout the
development process [6]. Also, the effects of the change cannot be identified
immediately. For example, if we would like to know if a new design tool increases the
reliability, it may be necessary to wait until after delivery of the developed product to
assess the effects on operational failures.

Case study research is a standard method used for empirical studies in various
sciences such as sociology, medicine and psychology. Within software engineering,
case studies should not only be used to evaluate how or why certain phenomena
occur, but also to evaluate the differences between, for example, two design methods.
This means in other words, to determine “which is best” of the two methods [14]. An
example of a case study in software engineering is an investigation if the use of
perspective-based reading increases the quality of requirements specifications. A
study like this cannot verify that perspective-based reading reduces the number of
faults that reaches test, since this requires a reference group that does not use
perspective-based techniques.

5.2 Case Study Arrangements

A case study can be applied as a comparative research strategy, comparing the results
of using one method or some form of manipulation, to the results of using another
approach. To avoid bias and to ensure internal validity, it is necessary to create a solid
base for assessing the results of the case study. There are three ways to arrange the
study to facilitate this [6].

A comparison of the results of using the new method against a company baseline is
one solution. The company should gather data from standard projects and calculate
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characteristics like average productivity and defect rate. Then it is possible to
compare the results from the case study with the figures from the baseline.

A sister project can be chosen as a baseline. The project under study uses the new
method and the sister-project the current one. Both projects should have the same
characteristics, i.e. the projects must be comparable.

If the method applies to individual product components, it could be applied at
random to some components and not to others. This is very similar to an experiment,
but since the projects are not drawn at random from the population of all projects, it is
not an experiment.

5.3 Confounding Factors and Other Aspects

When performing case studies it is necessary to minimize the effects of confounding
factors. A confounding factor is, as it is described in Section 4, a factor that makes it
impossible to distinguish the effects from two factors from each other. This is
important since we do not have the same control over a case study as in an
experiment. For example, it may be difficult to tell if a better result depends on the
tool or the experience of the user of the tool. Confounding effects could involve
problems with learning how to use a tool or method when trying to assess its benefits,
or using very enthusiastic or sceptical staff.

There are both pros and cons with case studies. Case studies are valuable because
they incorporate qualities that an experiment cannot visualize, for example, scale,
complexity, unpredictability, and dynamism. Some potential problems with case
studies are as follow.

A small or simplified case study is seldom a good instrument for discovering
software engineering principles and techniques. Increases in scale lead to changes in
the type of problems that become most indicative. In other words, the problem may be
different in a small case study and in a large case study, although the objective is to
study the same issues. For example, in a small case study the main problem may be
the actual technique being studied, and in a large case study the major problem may
be the amount of people involved and hence also the communication between people.

Researchers are not completely in control of a case study situation. This is good,
from one perspective, because unpredictable changes frequently tell them much about
the problems being studied. The problem is that we cannot be sure about the effects
due to confounding factors.

More information on case study research can be found in, for example, [12, 14].

6 Survey

Surveys are conducted when the use of a technique or tool already has taken place
[13] or before it is introduced. It could be seen as a snapshot of the situation to
capture the current status. Surveys could, for example, be used for opinion polls and
market research.

When performing survey research the interest may be, for example, in studying
how a new development process has improved the developer’s attitudes towards
quality assurance. Then a sample of developers is selected from all the developers at
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the company. A questionnaire is constructed to obtain information needed for the
research. The questionnaires are answered by the sample of developers. The
information collected is then arranged into a form that can be handled in a
quantitative or qualitative manner.

6.1 Survey Characteristics

Sample surveys are almost never conducted to create an understanding of the par-
ticular sample. Instead, the purpose is to understand the population, from which the
sample was drawn [15]. For example, by interviewing 25 developers on what they
think about a new process, the opinion of the larger population of 100 developers in
the company can be predicted. Surveys aim at the development of generalized
suggestions.

Surveys have the ability to provide a large number of variables to evaluate, but it is
necessary to aim at obtaining the largest amount of understanding from the fewest
number of variables since this reduction also eases the analysis work.

It is not necessary to guess which the most relevant variables in the initial design of
the study are. The survey format allows the collection of many variables, which in
many cases may be quantified and processed by computers. This makes it is possible
to construct a variety of explanatory models and then select the one that best fits the
purposes of the investigation.

6.2 Survey Purposes

The general objective for conducting a survey is either of the following [15]:
e Descriptive.
e Explanatory.

e Explorative.

Descriptive surveys can be conducted to enable assertions about some population.
This could be determining the distribution of certain characteristics or attributes. The
concern is not about why the observed distribution exists, rather what it is.

Explanatory surveys aim at making explanatory claims about the population. For
example, when studying how developers use a certain inspection technique, we might
want to explain why some developers prefer one technique while others prefer
another. By examining the relationships between different candidate techniques and
several explanatory variables, we may try to explain why developers choose one of
the techniques.

Finally, explorative surveys are used as a pre-study to a more thorough investi-
gation to assure that important issues are not foreseen. Creating a loosely structured
questionnaire and letting a sample from the population answer it could do this. The
information is gathered and analyzed, and the results are used to improve the full
investigation. In other words, the explorative survey does not answer the basic
research question, but it may provide new possibilities that could be analyzed and
should therefore be followed up in the more focused or thorough survey.
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6.3 Data Collection

The two most common means for data collection are questionnaires and interviews
[15]. Questionnaires could both be provided in paper form or in some electronic form,
for example, e-mail or WWW pages. The basic method for data collection through
questionnaires is to send out the questionnaire together with instructions on how to fill
it in. The responding person answers the questionnaire and then returns it to the
researcher.

Letting interviewers handle the questionnaires (by telephone or face-to-face)
instead of the respondents themselves, offers a number of advantages:

e Interview surveys typically achieve higher response rates than, for example, mail
surveys.

e An interviewer generally decreases the number of “do not know” and “no answer”,
because he/she can answer questions about the questionnaire.

e [t is possible for the interviewer to observe and ask questions.

e The disadvantage is the cost and time, which depend on the size of the sample, and
they are also related to the intentions of the investigation.

7 Post-mortem Analysis

Post-mortem analysis is a research method studying the past, but also focusing on the
typical situation that has occurred. Thus, a post-mortem analysis is similar to the case
study in terms of scope and to the survey in that it looks at the past. The basic idea
behind post-mortem analysis is to capture the knowledge and experience from a
specific case or activity after it has been finished. [21] identifies two types of post-
mortem analysis: a general post-mortem analysis capturing all available information
from an activity or a focused post-mortem analysis for a specific activity, for
example, cost estimation.

According to [21], post-mortem analysis has mainly been targeted at large software
projects to learn form their success or recovery from a failure. An example of such a
process is proposed by [22]. The steps are:

1. Project survey.
The objective is to use a survey to collect information about the project from the
participants. The use of a survey ensures that confidentiality can be guaranteed.

2. Collect objective information.
In the second step, objective information that reveals the health of the project is
collected. This includes defect data, person-hours spent and so forth.

3. Debriefing meeting.
A meeting is held to capture issues that where not covered by the survey. In
addition, it provides the project participants with an opportunity to express their
view.

4. Project history day.
The history day is conducted with a selected subset of the people involved to
review project events and project data.
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5. Publish the results.
Finally, a report is published. The report is focused on the lessons-learned and to
use that to guide organisational improvement.

To support small- and medium-sized companies, [21] discusses a lightweight
approach to post-mortem analysis, which focuses on a few vital activities and
highlights that:

e Post-mortem analyses should be open for participation for all team members and
other stakeholders,

e Goals may be used to focus the discussions, but it is not necessary,

e The post-mortem process consists of three main phases: preparation, data
collection and analysis. These phases are further discussed in [21].

Post-mortem analyses are a flexible type of analysis method. The actual object to
be studied (a whole project or specific activity) and the type of questions posed is
very much dependent on the actual situation and the objectives of the analysis.

The referenced articles or the book by Whitten [23] provide more information on
post-mortem analysis/review.

Finally, it should be noted that empirical methods also provide positive side effects
such knowledge sharing, which is an added-value from conducting an empirical
study. This is true for all types of empirical studies. In an experiment, the subjects
learn from comparing competing methods or techniques. This is particular true if the
subjects are debriefed afterwards in terms of obtaining information about the
objective and the outcome of the experiment. In case studies and post-mortem
analyses the persons participating obtain a new perspective of their work and they
often reflect on their way of working through the participation in the empirical study.
Finally, in the survey the learning comes from comparing answers given with the
general outcome of the survey. This allows individuals to put their own answers in a
more general context.

8 Summary

This chapter has provided a brief overview of four empirical research methods with a
primary focus on methods that contain some quantitative part. The four methods are:
controlled experiments, case studies, surveys and post-mortem analyses. The main
objective has been to introduce them so that people intending to conduct empirical
studies can make an appropriate selection of an empirical research method in a
software engineering context.

Moreover, the presented methods must be seen as complementary in that they can
be applied at different stages in the research process. This means that they can,
together in a suitable combination, support each other and hence provide a good basis
for sustainable improvement in software development.
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